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Generative Al — Market s explodin

The Generative Al Market Map ® =
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Generative Al - Definition

e Generative Al refers to Al solutions that generate content—whether it's a demand
generation email, a fantastic landscape, or a dynamic chatbet reply—in response to a
user prompt

e Solutions built using these technologies, such as €hatGPT, Stable Diffusion, and
Dall-E, are making headlines every day, and organizations everywhere are seeking
ways to operationalize them and capturetheir game-changing value

e Generative Al is trained on sets of unstructured data using transformer models that
require data scientists and developers to fine-tune the output or experience that
their business needs

e Organizations lookingtoapply generative Al to their business challenges have the
option to train models from scratch or select a pretrained model that can be fine-
tuned to the needs of their business

e Generative Al is built on and deploped in conjunction with language Al and natural
language processing (NLP), which allow Al to process and understand human
language. Together, generative AI and NLP can understand a user prompt to
generate an appropriate response, whether it's text, video, imagery, or audio

intel.
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Generative Al - https://genai.works/
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Generative Al - Companies
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Generative Al - Appllcatlons

Healthcare and Life Sciences

Accelerate research and patient outcomes with
faster, more accurate analysis across precision
medicine, medical imaging, lab automation, and
more.

Tap into connected operations data to balance
supply and demand, enable predictive
maintenance, identify issues, and discover usage
trends.

Copyright © 2023 Intel Corporation

Mitigate risk, identify fraud, automate processes,
and reveal business optimization opportunities
before your competition does.

Harness your ever-growing data to gain real-time
understanding of customer behavior, inventory,
internal loss, and other critical metrics.

Transform data into insights that help you optimize

plant performance, minimize downtime, improve
safety, and drive profitability.

Improve efficiency while rapidly revealing
opportunities for cost optimization, service

enhancement, or new technologies such as AR and

VR.

Streamline workflows and bring amazing
experiences to life more easily while you reduce
costs, simplify archiving, and better understand
viewer preferences.

Securely harness Al resources to unlock new
possibilities, from scientific research to defense,
mapping, and disaster response.



https://www.intel.com/content/www/us/en/artificial-intelligence/industries.html

Agenda -Part 1

e \What is Generative Al and Large Language Models (LLQA@?
e Use Cases 0&\0‘\

® Prompt Engineering

® Transformer Architectures
® LM fine tuning @Qo
® PEFT (Parameter EfflClen\téE%etunmg)

o RLHF (Remforcemeola@ﬁearmng with Human Feedback)
® Retrieval Aug([aménted Generation (RAG)

o LM deax)‘{ﬁ%ment techniques

L JO] ana\A
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Whatis Generative Al

e Informally
« Generative models can generate new data
instances
« Discriminative models discriminate between o
different kinds of data instances @&0(

¥
e Formally, given a set of data mstances\“?é(é?%tl
a set of labels Y:

- Generative models captu e‘cf(\t%e joint
Prgblablllty p(X, Y), or just 8@&“: there aré no
abels

 Discriminative mode{s(egpture the conditional
probability p(Y | ég&\

* Gensrativegy or.tﬁqfﬁ%'sa'such”%%”& NSt dhd
DALL-E) that can be used to create new
content, including audio, code, images, text,

simulations, and videos

Copyright © 2023 Intel Corporation
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Whatis Generative Al and LLMs

. ol
e Estimating the probability of a token or sequence of tolgeﬁéooccurring within

a longer sequence of tokens (\6‘«\“
e When Ihear rain on my roof, I in %kaftchen.
e cook soup 9.4% %660(’
e warm up a kettle 5.2% Wt
e relax 2.2% P
N2
o\

Qo
e "Large" in Large Lalg\gelgi%e Models (LLMs) can refer either to the number of

parameters in%&é?nodel, or the number of words in the dataset
N\
AN

Copyright © 2023 Intel Corporation intel.
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Model Size vs Time

Growth powered by:
e |ntroduction of
transformer
o— e Accessto massive
%%T\AL CPT2 datasets
1.5B GPT-3 e More powerful
175B PaLM compute resources
540B
2018 2022 2023

Source - https://www.deeplearning.ai/courses/generative-ai-with-llms/
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Generative Al - Use Cases

e Content generation: Automatically create articles, blgg‘bosts product
descriptions, and other written materials 0@\0

e Chatbots: Power dynamicand mtelhgentgﬁﬁversatlonal Al models that
your customers can interact W|th thrgoué?\ text or speech

e Image, video, and audio gener Create new visuals and sounds by
examining preeX|st|ng mggeﬂ‘é s and working against a user prompt

e Language translatloaofﬁ‘anslate text from one language to another

e Data augmer%;atébn Create synthetic data for other machine learning
models g\q\h% D improve their accuracy and performance

o Textcé%lmmarlzatlon Summarize large pieces of textinto a concise
format so readers can quickly understand the main points and ideas

Copyright © 2023 Intel Corporation intel. 1



Generative Al Global Impact

e In a McKinsey study, they believe that
Generative Al can add an equivalent of $2.6
to $4.4 trillion annually to the global
economy. This is more than the entire GDP of

the United Kingdom

e 75% of the use cases fall under t
areas of Marketing and sales
engineering, R&D, and Custoawoq(d@perations

o
e They identifiedﬁ@éﬁge cases total include
retail and pa\c\I@}gﬁg, and banking

&

e Source: https://www.mckinsey.com/capabilities/mckinsey-digital/our-

insights/the-economic-potential-of-generative-ai-the-next-

productivity-frontier#business-value

Copyright © 2023 Intel Corporation
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Impact, $ billion

e\
@ Represent ~75% of total annual impact of generative Al
® Sales 2
y Software engineeri
® Marketing d na

(for corporate IT)
Software engineearing

(for product development) @ °

Customer operations

@® Product R&D

® Supply chain

Manutacturing

® Finance @ Risk and compliance

L Talent and organization (incl HR}
°® ® Procurement management
Caorporate IT' Legal
]
Strategy
@ Pricing
T

L) T
10 20 30

Impact as a percentage of functional spend, %
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Generative Al LLM tasks

French: German: Prompt: Code:
J'aime |'apprentissage automatique. Ich liebe maschinelles Lernen. Write some python code that will import pandas as pd
return the mean of every column in a
6 dataframe. df = pd.DataFrame({
= S AN, 20 3 4y B
. Generate \(\% Generate ;B (2, 3,4, 5, 6,
e( \ Gz 34055671
N n
QO
(’(\ mean_values = df.mean()
N
_C\©
@ Summarize
x\O
o
?/6\) Text file: —— | support.txt
(\6\’6 |
Generate
e\\ | N
In the chat session, Support efficiently and effectively assists Alex, who was initially

\ unable to access their account due to issues with a password reset email, leading to
a positive customer service experience.

Copyright © 2023 Intel Corporation
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Prompts and Completions

Prompt

Where is Ganymede
located in the solar
system?

Context window: typically a

few thousand v¥9rds
W\
|2

Model

o)

Completion

Where is Ganymede
located in the solar
system?

Ganymede is a moon of
Jupiter and is located
in the solar system
within Jupiter’s
oxrbit.

Wl'itinb(\well stiuctuied piompts is an essential pait of ensuiing accuiate, high-quality

iesponses fiom a language model

Source - https://www.deeplearning.ai/courses/generative-ai-with-llms/

Copyright © 2023 Intel Corporation
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Prompt Engineering (In-context learming during inference)

>5 or 6 examples

Prompt Prompt
A A ! ]
Classify this review: Classify this review:
I loved this movie! , : hi:
Sentiment: Sentiment: P«
Classify this review:
I don’t like this
chair.
Sentiment:
Context Window
(few thousand words)
\/

Copyright © 2023 Intel Corporation

Classify this
Sentiment:

Classify this

Sentiment:

Classify this
Who would use
product?
Sentiment:

review:

review:

review:

this

Source - https://www.deeplearning.ai/courses/generative-ai-with-llms/

A
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Chain-of-Thought Prompting

oD
N
Prompt Model Completion

Q: Roger has 5 tennis balls.

how many apples do they have?

A: The cafeteria had 23
apples originally. They used
20 to make lunch. So they had
1.T] . A 23-20 = 3. They bought 6 more
_________________________________________ apples, so they have 3 + 6 =
Q: The cafeteria had 23 9. The answer is 9. "’
apples. If they used 20 te |  TTTTTTTooooooommmmmmmmmmnn e n @t
make lunch and bought 6 more,
how many apples do they have?

o e oo on o o s s oo o o u

- -

Copyright © 2023 Intel Corporation intel. 16



Generative Al - Inference

A\\’b"

e I

Enter your prompt here... '"Max new tokens | 200 |,
I

|

|
ISample top K 25
I
Id:—

!
1Sample top P 1 \_Inference

|
l
l
|
|
l
! | /~ configuration
l
|
|
l
l
l

parameters

. Submit |

)
>, _,/ Source -

https://lukesalamone.github.io/posts/
what-is-temperature/

Copyright © 2023 Intel Corporation intel. 17



Transformer — Attention IsAll you Need

Output
Probabilities
Linear
-
Add & Norm )
Feed
Forward
r ~ Add & Norm (‘\(\Qo
_ :
ATl NI Multi-Head \NG
Feed Attention QO
Forward Nx
k 7 <</(<\
— |
Nix
f—>‘ Add & Norm l Masked
Multi-Head Multi-Head
Attention Attention
At 2 At 4
— J . )
Positional D ¢ Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs

Copyright © 2023 Intel Corporation

(shifted right)

Source - https://arxiv.org/abs/1706.03762

66‘

MultiHead

Scaled Dot-Product Attention

MatMul

Attention(Q, K., V)

softmax(

QKT

vV

{Q! Kra I;) — CDnCat (IIEE[.(_II y anay hEﬂdh ) I{'O
where head; = Attention(QIsL-’iQ ) K‘[.-{-’i_—’f ’ {;’1,{;1_1" )

Multi-Head Attention

Concat

!

L
Scaled Dot-Product h
Attention

L L

1 1 ~1

Linear Linear Linear

intel. ®
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Model Architectures and Training Objectives

. O(\
\?5>
Autoencoding: MLM Encoder-only Target
The teacher The teacher
<MASK>» the @ [F=====-= - =P teaches the
Original text student student

— v EeaChﬁr " Decoder-only

—_— t:az e: the Autoregressive: CLM

— stuaen

—_— The teacher ? |[p=====- - =P ;I__Ihe li;eacher
b eacnes

Seq-to-Seq: Span corruption Encoder-Decoder

The teacher

------- - - <X> h
<X> student teaches the

Source - https://www.deeplearning.ai/courses/generative-ai-with-llms/

Copyright © 2023 Intel Corporation intel. 19


https://www.deeplearning.ai/courses/generative-ai-with-llms/

Computational Challenges for training LL

1billion parameters model J Memory needed to train model

Bytes per parameter

Model Parameters (Weights) 4 bytes per parameter

| N
Adam optimizer (2 states) +8 bytes per parameter
Gradients +4 bytes per parameter >~20 extra bytes

per parameter

Activations and +8 bytes per parameter (high-end estimate)
temp memory (variable size) )

TOTAL =4 bytes per parameter
+20 extra bytes per parameter

/

Copyright © 2023 Tntel Corporation intel. 20



Generative Al - Project Lifecycle

Source - https://www.deeplearning.ai/courses/generative-ai-with-llms/

Copyright © 2023 Intel Corporation intel. 21
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Why finetune a model?

08
N
Iy . CEREED-
@ What's your last name? @& My first name is Sharon.
Base Model Finetuned Model

e Steers the model to more consistent outputs
\0\,6\ e Reduces hallucinations

e Customizes the model to a specific use case

e Process is similar to the model's earlier training

Copyright © 2023 Intel Corporation inteL 22



LLM Instruction fine tuning

Model Fe=--ccesssosooooo-o Model

Classify this review: _
I loved this DVD!
Sentiment: Fositive
L Y A S N iy s SRpup S ———
Classify this review:
. T don’t like this
chair.

Sentiment: lNegative

Each prompt/completion pair includes a
specific “instruction” to the LLM

Copyright © 2023 Tntel Corporation intel. 23



PEFT LORA

Re parameterize model weights using a low-rank representation

During training
h| |
L
]
o uis
Pretrained “ h = Wx + BAx
Weights .
- - - h=(W+ BA)x
W e R4 ——
Wmerged
|

X |

Copyright © 2023 Intel Corporation
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After training

h |

X |
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Reinforcement Learning from Human feedback (RLHF)

- ol
\O
. (\(\0“6
\
o0

- Y
Reinforcement
»  Learning from

Human feedback
@ 4

Human-
aligned
LLM

Instruct
fine-tuned
LLM

e Maximize helpfulness,
relevance

e Minimize harm

e Avoid dangerous topics

Copyright © 2023 Intel Corporation intel.



Use reward model to fine-tune LLM y/

Prompt
Dataset

‘Adogis...”

. J

“..afurry animal’

\._. 0.24
RLHF

/

Copyright © 2023 Intel Corporation
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LM Evaluation Metrics

£ o)
e Used for text summarization e Used for text translation

e Compares asummary toone e Comparesto human-generated
or more reference summaries translations

-
B 0“6‘\0
|

Copyright © 2023 Intel Corporation intel. 27



LLM Evaluation Metrics - ROUGE-1

o)\
\O
.A\O@
( ™
Reference (human): ROUGE-1 _ unigram matches 4 _,
Recall unigrams inreference 4 '
Generated output:
| | ROUGE-1 _ unigrammatches 4 _,g
L ) Precision: unigrams in output 5 '
ROUGE-1 _ precision x recall _ 5 08 0.89
F1: precision +recall 18

Copyright © 2023 Intel Corporation intel. 28



LLM Optimization Techniques for deplo;;n;;nt/)eﬁnce

Distillation Quantization Pruning

16-bit
quantized
LLM

Source - https://www.deeplearning.ai/courses/generative-ai-with-llms/

Copyright © 2023 Tntel Corporation intel. 29
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Generative Al - Project Lifecycle

Source - https://www.deeplearning.ai/courses/generative-ai-with-llms/

Copyright © 2023 Intel Corporation intel. 30
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Retrieval Augmented Generation (RAG)

- ol
\O
i

External Data Sources

L S

Application <—~ | Documents Database = Web
-— Orchestration library
—>
<
——— External
—— Applications

Copyright © 2023 Intel Corporation intel. 31



LLM Lifecycle summary

Days to weeks to Not required Minutes to hours Minutes to hours similar to Minutes to hours
months fine-tuning

Determine model No model weights Tune for specific tasks Need separate reward model Reduce model size

architecture, size and to align with human goals through model

tokenizer. Only prompt Add domain-specific (helpful, honest, harmless) pruning, weight
customization data quantization,

Choose vocabulary size Update LLM model or distillation

and # of tokens for Update LLM model or adapter weights

input/context adapter weights Smaller size, faster

inference
Large amount of

domain training data

Next-token prediction Increase task Increase task Increase alignment with Increase inference
performance performance human preferences performance
High Low Medium Medium-High Medium

Source - https://www.deeplearning.ai/courses/generative-ai-with-llms/

Copyright ©2023 Intel Corporation intel. 32
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Agenda —Part?2

o
® Generative Al Models Training and Deployment @ Intgb@‘
e [ntel Al Software Tools — OneAPI, OpenVINO 5306\
of

¢ Intel Hardware Offerings 60(,’6‘
® Habana Gaudi2 - Hardware/Softwargc@verwew
® Large Language Models on G%gdﬂ

® Hugging Face — Optlmurg\?H%bana

® Gaudi2 Performaggec’ci\/l LPerf Results

e Demo — LLa\(A‘N?IodeI https://llava-vl.github.io/
® How {@\)&ccess Habana Gaudi2

°Q and A
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Generative AI Models Training @Intel

e |[ntel offers a purpose-built portfolio of both hardware and software
technologies that combine to help streamline the business initiative
and accelerate ROI

® Our mission is to enable Al innovators to deploy Al anywhere it is
needed—from the edge to the¢eloud and data center—with optimal
performance, scalability, and cost

e Software Resources:to Simplify Generative Al Training and
Deployment
¢ Intel offers developers and data scientists a wide range of software tools and

optimizations that can help maximize performance and dramatically boost
productivity both during training and deployment

Copyright © 2023 Intel Corporation Intel 35


https://www.intel.com/content/www/us/en/developer/topic-technology/artificial-intelligence/overview.html
https://www.intel.com/content/www/us/en/developer/topic-technology/artificial-intelligence/overview.html

Generative Al Training — Software Tools

e oneAPI unified programming language, Intel® oneARFDeep Neural
Network Library with highly optimized implementations of deep
learning building blocks

® The oneAPI® unified programming modek¢an also be used to support
heterogeneous hardware platforms with less effort from development teams

¢ Intel® Extension for Transformers is another critical tool that helps to
accelerate transformer-based models on Intel® platforms
¢ This toolkit features @ seamless user experience for model compression,
advanced software optimizations, a unique compression-aware runtime, and

optimized-model packages, including Stable Diffusion, GPT-J-6BM, and
BLOOM-176B

e Accenture partnership offers a range of reference kits that can help
kick-start the generative or language Al project

Copyright © 2023 Intel Corporation Intel 36


https://www.intel.com/content/www/us/en/developer/tools/oneapi/onednn.html#gs.2h0onj
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Intel AI Software Tools

255 MODIN @‘ iP dmic ) <l ONNX : Accelerate End-to-End Data Science and Al
= SciFy XGBoost G PyTorch vl arve OpenVIN®
’ « Write Once "
1 r ] 5 M6 Daploy A he @ -
I'il pandas N:: NumPy . Lea ‘?Tc.mor Direct ML aploy Anywhere O l < I
Vs SigOpt Intel” Neural - intel’ Developer Intel” Developer
SpQ‘iz 6 Numba Automate Model g : > Cloud Catalog
Tuning AutoML mpressor /
Try Latest Intel Tools and Hardware,
and access optimized Al Models
L Data Analytics at Scale' _ ‘———— Machine & Deep Learning Frameworks, Optimization and Deployment Tools' —
cnvrg.io
Full stack ML Operating System
Intel” oneAP| Deep Neural Intel” oneAPi Collective Intel” oneAPI Math Kernel Intel” oneAPIData
Network Library (oneDNN) Communications Library (oneCCL) Library (oneMKL) Analytics Library (oneDAL) 2 ~
n = Hugging Face
oneAPI Open, cross-architecture programming model for CPUs, GPUs, and other accelerators

Intel optimizations and fine-tuning recipes,
- optimized inference models, and model serving

= Note: components at each layer of the stack are optimized

E‘V’l " 2 lor Largeted components at other layers based on
. s expected Al usage models, and not every campaonent is
Cloud & e Client & " | I " Edge O utdized by the solutions in the rightmast column
Enterprise a Workstation

Cmmm——

"Ean ' This list includies popular open sourca framawaorks that
are optimized for Intel hardware

https://cnvrg.io
https://www.intel.com/content/www/us/en/developer/topic-technology/artificial-intelligence/overview.html
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oneAPI Specification - https://spec.oneapi.io/versions/latest/index.html 2,

- oneAPI consists of a language and libraries for creating parallel applications
« SYCL: oneAPI’'s core language for programming accelerators and multiprocessors. SYCL allows develogers to reuse code across

hardware targets (CPUs and accelerators such as GPUs and FPGAs) and tune for a specific architegtt

« oneDPL: A companion to the DPC++ Compiler for programming oneAPI devices with APIs fr&o‘@+ standard library, Parallel STL,
and extensions WO
« oneDNN: High performance implementations of primitives for deep learning framev&ﬂQs

« oneCCL: Communication primitives for scaling deep learning frameworks acrge;(ﬁultiple devices
« Level Zero: System interface for oneAPI languages and libraries 606

« oneDAL: Algorithms for accelerated data science/Analytics 2

« oneTBB: Library for adding thread-based parallelism to coq@bapplications on multiprocessors
« oneVPL: Algorithms for accelerated video processing QO

« oneMKL: High performance math routines for s 'ep%eg,(\engineering, and financial applications

« Ray Tracing: A set of advanced ray tracing Igh-fidelity rendering and computation routines for use in a wide variety of 3D
graphics uses including, film and tel'e(\;' jon‘photorealistic visual effects and animation rendering, scientific visualization, high-
performance computing computati aming,

and more

APPLICATION WORKLOADS NEED DIVERSE HARDWARE

L o d
= = 1 1o Z

- N il L1 # |

DPC++ oneDPL oneDNN oneCCL Level Zero SCALAR VECTOR SPATIAL MATRIX

oneAPIl Data oneAPl Data oneAPI Deep Neura oneAPI Collective oneAPI
Parallel C++ (SYCL) Parallel C++ Library Network Library Communications Library Level Zero MIDDLEWARE & FRAMEWORKS
INDUSTRY g
INITIATIVE

\ L
) 113 S LY a,:;, oneAPI
oneDAL oneTBB oneVPL oneMKL Ray Tracing XPUs
oneAPI Data oneAPI Threading oneAPI Video oneAPI| Math oneAPI

Analytics Library Building Blocks Processing Library Kernel Library Ray Tracing OTHER ACCEL
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https://spec.oneapi.io/versions/latest/elements/l0/source/index.html#l0-section
https://spec.oneapi.io/versions/latest/elements/oneDAL/source/index.html#onedal-section
https://spec.oneapi.io/versions/latest/elements/oneTBB/source/nested-index.html#onetbb-section
https://spec.oneapi.io/versions/latest/elements/oneVPL/source/index.html#onevpl-section
https://spec.oneapi.io/versions/latest/elements/oneMKL/source/index.html#onemkl-section
https://spec.oneapi.io/versions/latest/elements/oneART/source/nested-index.html#oneart-section

Py Torch Optimizations from Intel

¢ |[ntel releases its newest optimizations and features in Intel Extension
for PyTorch before upstreaming them into open source PyTorch

import torch
from transformers import BertModel
import intel_extension_for_pytorch as ipex

model = BertModel.from_pretrained(args.model_name)
model.eval()
model = ipex.optimize({model)

Intel® Extension
for PyTorch

Operator
Optimization

Auto Mixed-
Precision

Auto Channels
Last

Features

Graph
Optimization

INTS Quantization
(wrth Inted® Neural Comnpressar)

Newest ISA
Optimizations

Runtime

Extension

API

O -
pertormance Linarice. T TR
Performance Libraries
AAALL AALAL
Y D gt
Intel® Hardware 3 ‘—-l . 3 l—_l :
T10 00 LA AALI
CPU GPU

https://www.intel.com/content/www/us/en/developer/tools/oneapi/optimization-for-pytorch.html
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OpenVINO Toolkit

&

— s =(77") Model Optimizer OpenVINO Model Server

' - NG Comverts and optimzes trained moedal using a supported framewerk Sorva modals ovar gRPC, REST, or C APl endports
| S | ) e -

f — — Read, load, infer

& > 3 Fe T o OpenVINO Runtime

- N~ 2 Lt srmeciate repros r

[—‘\ O \ / \\( ’) a . apl 2 aiii i o oobloh e, Common Pythan, C and C++ APlS thal aosiracts low-level

. P -

R Da (xrml, ory)
-~ progranmming for each desice below

g

f Tensorflov Caffe 'f;z ONNX —=9 Post-Training Quantization with NNCF

0 ! Reduces model Size into kw precision without retraking

fhxnet @ KALDI ') PyTorch
- g Cypytore @ Intel” Developer Cloud for the Edge

3 é 2 Test within your own sendbox

./.)'/.i PaddiaPaddia

~
Open Model Zoo
L | 280+ open suurce and optimized pretrained models
b
¢!  Model compression
'_ ___‘: OperiVING™ Newural Network Compression Framewark {NNCF)

https://www.intel.com/content/www/us/en/developer/tools/openvino-toolkit/overview.html
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Al Hardware @ Intel

Intel-Based Data Existing infrastructure ML training and At-scale ML and high-performance,
Science Workstation  for data preprocessing intermittent DL training dedicated training cost-effective DL inferencing
intel intel intel intel intel
XEON XEON XEON _— XEON

intel Data center

CORe )/ e
\
intel intel intel
XeON @ CORE j movibius
i7

Edge

i7

intel

CORE

i7

Client

https://www.intel.com/content/www/us/en/artificial-intelligence/hardware.html
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 /nm process technology

« Heterogeneous compute

24 Tensor Processor Cores

 Dual matrix multiplication engines

. Zlf.l_ 100 Gigabit Ethernet integrated on
chip

« 96 GB HBM2E memory on board

« 48 MB SRAM

» Integrated Media Control

(@)
N
-\

Chip Architecture Diagram

GAUDIZ

PCle Gendx16

16GB DMAsS
HBM2E

16GB

HBM2E 24 TPCs

48MB SRAM

16GB

HBM2E Media Engine

24x100Gbps RDMA NIC

16GB
HBM2E

https://habana.ai/products/gaudi2/
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Habana Gaudi2 — Software Architecture

. Hardware-agnostic * SynapseAl PyTorch & TensorFlow Python APIs

components
PyTorch Bridge () TensorFlow Bridge "I W

Hardware-specific
components

. Not part of g_
SynapseAl suite * SynapseAl HCCL API 5

2o

SynapseAl TPC C-API P . . . 3 o
Custom Kernel Library Graph Compiler & Runtime (GC) 3

=h

P .ll'-:nﬁming Habana Kernel Library Habana Communication a
oolkit Libraries (HCCL) §l

7y

Compiler, Debugger, User Mode Driver
Simulator
Kernel Mode Driver

Embedded Software

SynapseAl HLML API

Embedded &
Management Tools

Firmware update,
management & monitoring

BMC Margin Tools Firmware

https://habana.ai/training-software/
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Habana Gaudi2 — Software Ecosystem

Habana Deep Learning Software Ecosystem
brings together leading software providers, tools and Bete Léwiy
code to accelerate development of state-of-the-art Rasysion SN
deep learning models based

on PyTorch, TensorFlow, PyTorch o
Lightning and DeepSpeed frameworks N2

- ~ 0\ .,

o\ Y

.- Y

~ '+ deepspeed

Hugging Face: over 50,000 Al models and 90,000+ GitHub stars. Habana Deep Speed: easy-to-use deep |learning optimization software that enables
Optimum library on Hugging Face provides customers ;4‘5:”'\3 Gaudi and scale and speed with particular focus on large scale models

Gaudi2 hardware access to the entire Hugging Face model universe:
-
Checkout a list of Hugging Face Habana optimized models here cny rg.'l_o

Cnvrg.io: MLOps support for customers implementing Habana processor
o PyTorch Lightning solutions
b Uiio

Lightning: acceleration of PyTorch deep learning workloads

https://habana.ai/training-software/
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Habana Gaudi2 - Server Architecture

Copyright © 2023 Intel Corporation

.

Gaudi2
Server Architecture

OSW-DD

QSFP-DD

Gaudi HL-225H

1x100GbE
PCle
oo 24x100 GbE -
30E 30000E ﬁ
o ports on o All-to-All Connectivity
o] o i -to- nnectivi
o every Gaudi2 | I 21x1006 Eth
21 ports for
all-to-all connectivity
to the other 7 cards

within the server

) 3 ports dedicated to
scale-out = 2.4 Terabytes
of scale-out per server

Dual Socket Intel ® Xeon ® Scalable Processor Host CPU

intel.

45



Habana Gaudi2 - Scale Out Scenarios

Small Pod Architecture

16-40 Gaudi2s (2-5 servers, wi

GAUDI?2
Node

GAUDI?2
Node

Large Pod Architecture

P Supports variable ratio of nodes-to

P 3x 400G switches + up to 128

Copyright © 2023 Intel Corporation

ArisTA 7010
ARSTA IR DX4 I

ARISTA 71 70 32

| ArisTA 7170-32

xeon | Xeon Server

« Xeon Server

NAS Storage

NAS Storage

GAUDI?2

GAUDI?2

Gaudi2 MegaPod Architecture

Large clusters can be easily buiit using multi viegar'ods

P 8 Gaudi2 servers & 3 switches

P 8x Gaudi2 per node (server)

eaf switches are placed close to Gaudi2 nodes to minimize
communication latency

@» Copper cables can be used within pod

GAUDI?Z2
Node

GAUDI|?2
Node

GAUDIZ2
Node

arisTA 7060 DX4
arisTA 7060 DX4
arisTA 7060 DX4

GAUDI?2

GAUDIZ2

Node Node

GAUDI?Z2
Node

GAUDIZ2
Node

GAUDI?2
Node

intel. 46



Diffusion and Large Language Models on Gaudi2

e Diffusion Models e
e Stable Diffusion Training e
e Stable Diffusion Inference
e Hugging Face Stable Diffusion s —
6\) é 100 Megatron-Turing NLG (5308B)

Megatron-LM (8.3B)

f para

Turing-NLG (17.28)

e
e Large Language Models (LLMs) eN\% xr
e Inference QO‘N
O
* BLOOM Models (7B & I76B)
e Training O°
» Megatron-DeepSpeed LLaMA 138
e MLPerf GPT3"
o Mqu{'as&ﬁ}-DeeDSDeed BLOOM 13B
» DeepSpeed BERT Models

e Hugging Face Models

" \15(118)

GPT-2 (1.5B)

BERT-Large (340M)

Model Size (in billion

2018 2019 2020 2021 2022

https://developer.habana.ai/resources/generative-ai-and-large-language-models/
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https://developer.habana.ai/catalog/stable-diffusion-training/
https://developer.habana.ai/catalog/stable-diffusion-models-for-inference/
https://huggingface.co/Habana/stable-diffusion
https://developer.habana.ai/catalog/bloom-176b-inference/
https://github.com/HabanaAI/Model-References/tree/master/PyTorch/nlp/DeepSpeedExamples/Megatron-DeepSpeed
https://github.com/HabanaAI/Model-References/tree/master/MLPERF3.0/Habana/benchmarks
https://developer.habana.ai/catalog/megatron-deepspeed-bloom-13b/
https://developer.habana.ai/catalog/bert-5b/
https://huggingface.co/docs/optimum/habana/index
https://developer.habana.ai/resources/generative-ai-and-large-language-models/

DeepSpeed Architecture

* Efficiency features " ! e e
* Memory: Zero Redundancy Optimizer (ZeRO) ! User Model :H x Wikt

* Compute: fastest transformer kernels st reiaie Deepspeed Runtime -:Aa::mﬂﬁg:ﬁ.g

* Communication: sparse gradient 1

* |0: overlapping 10 with compute

* Parallelism: ZeRO-powered data parallelism, combination of data + model parallelism DeepSpeed APIs
L 3

* Effectiveness features
* Adaptive hyperparameter tuning

* System optimizations
* Tuning for effectiveness
= Utility, e.g., failure detection

Training | Tuning | Utility | I/O and checkpointing.

A
v v v

* O[f)t.imizers for large-batch training Frameworks (e.g., PyTorch, TensorFlow)
* Usability features (-\( __________________
* Distributed training with mixed precision, gradient accumulation, etc. S
* |0: simplified data loader with auto batch creation O® Framework Ops DeepSpeed Ops
* Training agnostic checkpoint / recompute ~(\Q 1‘ 1
* Performance profiling - | 4
- i ies (e.g., CUDA, NCCL, ...
C’d“ Low-level Libraries ( )
o ]
’{,\O(\ Training Infrastructure
e.g., AzureML, Azure VMs, MPI-based platforms, local node, ...
Y 0 ( )
52 7
\\(\ Hardware (e.g., Gru, cpy, ...)
<

https://youtu.be/IQCG4zUCYao
https://github.com/microsoft/DeepSpeed
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L LMs - Memory Efficient Training using DeepSpeed

e Memory is used for the following

e BF16parameters Q,8:{\0(\
e BF16gradients 6‘\(\(\0
e FP32 optimizer states which includes FP32 momentum of the,g;é-’éi\ents, FP32 variance of the gradients
and FP32 Parameters \)@\0
e DeepSpeed includes ZeRO (Zero Redundancy Opti ‘(i%%@,da memory-efficient approach for distributed
training “Qe‘\
&)

o ZeRO-1 stage - partitions the optimizeréta&s alone across the data parallel processes
e ZeRO-2 stage - partitions both l'(l}@é)%ﬁmizer states and gradients across the data parallel processes

C (\(\
BF16 Paramelets BF16 Parameters
BF16 Gradient BF16 Gradient
HPU. FP32 Variance HPU FP32 Variance
FIE S V1
FP312 Momentum P32 Momentum
FP32 Parameters FP32 Parameters

https://youtu.be/IQCG4zUCYao

https://docs.habana.ai/en/latest/PyTorch/DeepSpeed/index.html
https://developer.habana.ai/blog/memory-efficient-training-on-habana-gaudi-with-deepspeed/
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Habana Gaudi2 — LLMs using Optimum Habana

e Optimum Habana is the interface between the & Transformersand &
Diffusers libraries and Habana's Gaudi processor (HPU)

2
~08
. . g o
Hugging Face shows Gaudi2 ' = g 9 9
advantage across models £ = = 5 g
: 0 o o o
[ c = §= e
a i £ £ £

\0 Visit https://habana.ai/habana-claims-validation for Nvidia BERT-L T5-3B Stable BLOOMz BLOOM
Diffusion 176B 7B
A100 Sentences/s Sample/s Latency Inference Inference
Sisom Pre Training Phase 1 BS=16 BS=8; fp32 BS=1,BF16 BS=1,BF16
= BS=64; BF16/FP32
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Gaudi2 - Hugging Face — Optimum Habana Models

Transformers .
Diffusers
Architecture Training Inference Tasks
BERT o textclassification Llama2/Codellama e DeepSpeed e DeepSpeed e language modeling Architecture Training Inference Tasks
* Question answering o LORA s LORA e text peneration (
. Stable Diffusion X e Singlecard o text-to-image generation
o lanpuage modeling \ ) -
StablelM 4 e Singlecard e text generation (\6
ROBERTa ® guestion answering | LDM3D X e Singlecard e text-to-image generation
e language modeling Falcon X s Singlecard e textgeneration
ALBERT ® guestion answering CodeGen X s Singlecard o text generation
o language modeling
MPT X o Singlecard e textgeneration
DistilBERT e guestion answeting
e language modeling 15 e summarization
o translation
GPT2 o language modeling
< A e question answering
e lext generation <
( O’ VIT e image classification
BLOOM(Z) X o DeepSpeed e textpeneration
Swin o imape classification
StarCoder b 4 s Singlecard e text generation
Wav2Vec2 o audio classification
GPT-1 o DeepSpeed e Singlecard o language modeling
e speech recognition
e DeepSpeed o textpeneration
CLIP e contrastive image-text training
GPT-NeoX o DeepSpeed = DeepSpeed o language modeling
e text generation
BridgeTower e contrastive image-text training
OPT X o DeepSpeed e textpeneration
ESMFold X o Singlecard e protein folding

https://huggingface.co/docs/optimum/habana/index
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Gaudi2 - MLPerf 3.0 Training Benchmark Results —Jun’23

Gaudi2 performance >A100 today;
Gaudi2 price/performance with FP8 expected >H100*

Time-to-Train § <
* Gaudi2 software coverage - H100/A100/ Gaudi2 T 8
25 .
expands: GPT-3 and Unet %
2 20 ! &
* Gaudi2 performance > A100 i . S
on 4 models ,

GPT-3

- BERT x8 BERT x64 ResNet x8 Unet x8

[ . H100/FP8 H100/FP8 Nvidia/FP16 Nvidia/FP16
= = P AT00/FP16 A100/FP16 Gaudi2/BF16 Gaudi2/BF16

o el i Gaudi2/BF 16 Gaudi2/BF 16

o3 EE 21
ResNet x8 135 270 160

120 232 205

* Nvidia reported A100 BERT x64 with 40 GB; other Nvidia metrics cited here are 20 GB.
Performance metrics based on MLPerf Training 3.0 benchmark. For configuration details, see the results provided under embargo by MLPCommons. Results may vary.

! Performance expectations for FP8 based on Intel internal evaluation.

https://mlcommons.org/en/training-normal-30/
https://habana.ai/blog/new-mlcommons-results-highlight-impressive-competitive-ai-gains-for-intel/

https://www.forbes.com/sites/karlfreund/2023/09/11/intel-gaudi2-looked-to-be-a-credible-alternative-to-nvidia-until/?sh=36c922db2882
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Gaudi2 - MLPerf 31LLM Inference Performance - Jun'23

GPT-J Benchmark:
Outstanding Gaudi2 LLM Inference Performance

H100 slightly outperforms Gaudi2 on GPT-J with 1.09x (Server) GPTJ-99 Server Throughput

Queries/sec, 8 accelerators
and 1.28x (Offline) -

Gaudi2 outperforms A100 by 2.4x (Server) and 2x (offline)

H100-SXM-80G

Gaudi2 employed FP8 and reached 99.9% accuracy

Gaudi2 offers significantly competitive price-performance as
compared to A100, H100 and GH-200

GPTJ-99 Offline Throughput
Samples/sec, 8 accelerators

GPTJ-99.9

o

| m'] | “ﬂ
a0 wug 2| esa3| 009 | 10708 02|
wa e2n o8| NotSubmitted
109 a2l 13W a2z 08 a2 nul o)

Performance metrics based on MLPerf Inference 3.1 benchmark. For configuration details, see the results published by MLCommons. Results may vary.

https://www.forbes.com/sites/karlfreund/2023/09/11/intel-gaudi2-looked-to-be-a-credible-alternative-to-nvidia-until/?sh=36c922db2882
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Gaudi2 - Hugging Face - Visual-Language Al Models

e A new fine-tuning performance benchmark for BridgeTower, a Vision-Language (VL) Al
model, has shown that there's life to the Al acceleration camp other than Nvidia's green

e While Nvidia does dominate the AI acceleration market (through exceptional foresight, a
well-thought-out and documented software stack, and pure processing performance),
other players are eager to take a piece of the Al market for themselves

e BridgeTower, Intel's own Gaudi 2 silicon has been shown by Hugging Face to
outperform Nvidia's A100 80 GB by a staggering 2.5x - and it even beats Nvidia's
prodigy-child H100 by 1.4x

dataloader_num_workers=2 +

Device dataloader_num_workers=0 dataloader_num_workers=1 dataloader_num_workers=2 mediapipe_dataloader

Gaudi2 HPU
H100GPU

A10080GBGPU

https://www.tomshardware.com/news/intel-habana-gaudi-beats-nvidias-h100-in-visual-language-ai-models-hugging-face
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Gaudi2 — MLPerf Training 3.1Results — Nov’ 23

Intel® Gaudi®2 Accelerator
Performance Doubled with FP8

* Intel Gaudi team projected to customers +90% performance gain with FP8

= Delivered more than promised: 103% on GPT-3 industry benchmark

Time-to-Train in Minutes
384 Accelerators

MLPerf Training 3.1GPT-3 Benchmark

- Lower is better -

Intel Gaudi 2 MLPerf V3.1 GPT 3 FP8 Performance Boost

MLPerf Training Stable Diffusion

Relative Performance, Higher is Better

10 Mins
= -
64 Intel Gaudi2 64 NVIDIA H100

MLPerf Training V3.1 NVIDIA Showing The Price Performance Advantage Of Intel Gaudi 2

Copyright © 2023 Intel Corporation

2.5 Mins

1,024 NVIDIA H100

Outstanding Intel"Gaudi*2 Al Accelerator performance on
MLPerf v3.1 Inference Benchmark (June) P4 00 S ThicgHeAR SEmpRAE,

100 g accelerators (Higher is better)
Intel Gaudi2 Accelerator with FP8: " Ea b b
near-parity performance
on GPT-J (Server) with HI00 i

20 042X

»  Gaudi 2 inference performance on GPT-
J: -9% (Server) and -28% (Offline) vs HI00

Gaud|2 H100 GH200-96G  AY00-5XM-8

GPTJ-99 Offtine Throughput Samples/sec,
120 8 accelerators (Higher is better)

* Gaudi 2 outperformed A100 =
by 2.4x (Server) and 2x (Offline) o

60

40

*  Gaudi 2 employed FP8 20
and reached 99.9% accuracy 0

Gaudi2 H100 GH200-96G A100-SXM-8

For compiete results information and configurations, see MLCommons publication: https//micommons.org/en/

Intel Gaudi 2 MLPerf Inference V3.1 GPT 3 FP8 Performance Boost

Intel® Gaudi®2 performance advances strengthen
competitive price-performance vs. HIOO

= Gaudi2 performance on
ResNet near that of H100.

= H100 with FP8 outperformed
Gaudi2 with BF16 on BERT.

I ridia 1100 (Novi

Lowarisbetter W inte Gavaiz (Nov)

Time-to-Train
ative Performance

Inted Gawdi2 {May)
ez Google TPU
» Vs, TPU, Gaudi2 delivered 3x
performance on GPT-3. <
«
» Givenits significantly lower
servercost vs, HIOO server -
cost, Intel Gaudi2 delivers
. B - GPT-3 Stable DIff ResNet BERT
price-performance advantage 512x GPUs BaxGPUS/G2e  BxGPUS/G2s  BXGPUS/G2s
384x G2s H100/FP16 H100/FP16 H100/FP8
Vs, H]OO across mOdels' 4096 TPUs G2/BF16 G2/8F16 G2/BF16
FPa
For complete results information and configurations, see MLCommons publication: hitps//micommons.orglen/
Intel Data Center and Al Group P I war A ot s R intel
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Gaudi2 - Demo - LLaVA - https://llava-vl.github.io/

LLaVa connects pre-trained CLIP ViT-L/14 visual encoder and large language model Vicuna, using a simple
projection matrix

o

‘ LLaVA: Lal’ge Language and ViSion ASSiStant (1) Contrastive pre-training (2) Create dataset class#ier from label text

1 A phote of Text
- Encader
Y
Iy Ty
(3) Use for zero-shot prediction
x

AEEEE

B =]

Project Page] [Paper] [Code] [Model]

LLaVA-v1-13B-336px v

-

Drop Image Here

Click to Upload

What is unusual about this image? C LI P

Preprocess for non-square image

© Crop Resize Pad

The unusual aspect of this image is that a man is ironing a shirt on the back of a parked
car, which is unusual because it is not a typical place to iron clothes. Ironing a shirton a

car is not only unconventional but also potentially dangerous, as it could lead to damage
What is unusual about this image? to the car's paint or bodywork. Additionally, ironing on a car is not a practical or efficient - Data
Submit User-shared

conversations

What are the things | should be cautious (eg, ShareGPT)

about when 1 visit here? .

% i Upvote ! Downvote {. Flag Regenerate . . Assess the OUtPUtS with
Run on any cloud with <7 SkyPilot © GPT-4

T Clear history Vi C u n a

Distributed serving with
FC FastChat

Supervised instruction
fine-tuning on LLaMa

Evaluation

Parameters <

https://openai.com/research/clip https://Imsys.org/blog/2023-03-30-vicuna/
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https://openai.com/research/clip
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https://github.com/lm-sys/FastChat
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Habana Gaudi2 Access

1. Go to the Intel Developer Cloud landing page and sign into your account or register if you do not have one

2. Go to the Intel Developer Cloud management console

3. Select Habana Gaudi2 Deep Learning Server featuring eight Gaudi2 HL-225H mezzanine cardsand latest Intel® Xeon®
Processors and click on Launch Instance in the lower right corner as shown below, and request an instance

intel

Intel® Developer Cloud Beta Home Instances Getstarted  Support Instance ID: 58

Start & End Times: 2022-12-08 - 01:53 AM - 2022-12-15 - 01:52 AM
Instance Type: Habana* Gaudi2 De: Server featuring eight Gaudi2 HL-225H mezzanine cards an
latest Intel® Xeon

39.00 USD per hour (Credit Card billing will receive a 90% Discount)
(Available Credits: USD 948)

ere & Request Instance

HL-225H mezzanine cards and latest Intel® Xeon*® Processors

Memory Speed: 3200 MT/s

Launch Instance

« Onceyour reguéstis validated, re-do step 3 and click on Add OpenSSH Publickey to add a payment method (credit card or promotion code)
and a SSHpublic key that you can generate with ssh-keygen -trsa -b 4096 -f ~/.ssh/id_rsa. You may be redirected to step 3 each time you

add a payment method ora SSH public key.
« Re-dostep 3 and then click on Launch Instance. You will have to accept the proposed general conditions to launch the instance

*  Gotothelntel Developer Cloud management console and click on the tab called View Instances

https://scheduler.cloud.intel.com/public/Intel Developer Cloud Getting Started.html https://huggingface.co/blog/habana-gaudi-2-benchmark
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https://www.intel.com/content/www/us/en/developer/tools/devcloud/services.html
https://scheduler.cloud.intel.com/%23/systems
https://scheduler.cloud.intel.com/public/Intel_Developer_Cloud_Getting_Started.html
https://huggingface.co/blog/habana-gaudi-2-benchmark
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Generative Language Model
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