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Basic interface for
network connectivity
(popular in the
10/100/1000 and
some Nbase-T NICs

Less common at
100Gbps+ speeds due
to packet processing
demands on host
CPUs
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Offload for common

network traffic
functions (e.g., TCP/IP
stack, limited
virtualization
features)

NICs — Foundational to Exotic

Offload functions with

additional
programmability to
offload specific tasks
from host systems
(e.g., compression/
decompression.)

Designed to be a more
flexible and expanded
offload device

Extended compute,
offload, memory, and
OS capabilities

Designed to be an
infrastructure
endpoint that
exposes resources to
the data center and
offloads key
functionalities for
data center scale
computing (compute,
storage, networking)

Higher-levels of
compute, offload,
memory than
SmartNICs

Increasing Cost, Complexity, Capabilities

Usually, FPGA-based

solutions that have
fully customizable
pipelines allowing for
environment specific
optimization
Hardware also
generally more
specific to given
deployment scenario
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What are smart NICs?

* Network performance is exponentially growing - Increasing popularity of cloud

(.

ased computing

= Network speed overpowered CPU performance in the past decade

Cd

» Static functionality of a foundational NIC does not comply with evelvir Software Defined Network
(SDN) policies and Virtual Network Functions (VNF)

(

= Thisleads to the development of the SmartNIC - aprogre mmable accelerator that makes data
center networking, security and storage efﬂcn ntand flexible

= SmartNICs offload from server CPUs & r. (o dlng array of jobs required to manage modern

distributed applications. a f

Copyright © 2023 Intel Corporation inteL



Why smart NICs”?

« Moore’s Law diminishing returns
« Vertical scaling power & cost model no longer viable

« CPU costs increasing
» Economic benefits to limiting core count

« Multi-socket interconnect bottleneck
« 1/O, memory transactions across interfaces add

latency

« 2" socket often used to get more memory and 1/O
« TCO penalty for 2" socket

« Distributed cloud architecture
« Smaller fault domains

*Courtesy - SNIA
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Smart NIC use cases...

side, and this makes possible to add more

prOtOCO|S, Nnew Virtual fu ﬂC’[iOﬂS, OfﬂOad the Intrusion detection, Packet marking, filtering,
k |< d firewall, malware attack, |classification, header re-

networ StaC / anda so on. Packet inspection |load balancing write Rules definition, control plane
= Network virtualization (by offloading VXLAN, Switching rules, classification rules and

N\/GRE or Geneve protocols) or even Flow table functions |vRouter, OVS, firewall |packet switching flow tables

Virtual SV;/itCheS can use SmartNlc for Secure networking |Layer2/3/encryption Encrypt/ decrypt Key management

example, to pI’OVide a prog rammable data RDMA Faster bulk data transfer |Transport, networking  |Addressing, connections

path .i:or Virtual SWitCh acceleration DPDK/OVS NFV packet switching Rules, reporting

. . VXLAN overlays Private/public cloud Tunneling, encap/decap |rules and framework

= The following table provides some example RDMA, protocol layer of

Of interesting networking functions provided NVME-oF Flash storage NVME-oF Connection setup, RAID

by SmartNICs
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Smart NIC evolution...

SmartNIC

Metworking

— Infrastructure Care

- Services Coee - — - Sto

= Accelerated P rage
on smartMIC Lo Care Core

T
5
®
o
£
g

Security ﬁuragér : Security

Networking care Coes Care Core -
Uses Compute Crgine
{FPGA+50C, SOC)

-

r
o
Gl

With use of foundational NICs, S "' curity and networking
services are run on Host CPU.

. < e o
*  These services consume as much as 30-35% CPU resources.

SmartNIC pro" . Itiple flexible and programmable acceleration
engines.

Specia zed hardware to handle infrastructure services and packet
~ processing functions
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The SmartNIC - [PU

= Highly programmable packet processing engine, NVM Express storage interface scaled up from Intel® Optane ™
Technology, next generation reliable transport, advanced crypto, and compression aceeleration

= Open-source software design: Infrastructure Programmer Development Kit (IPDK) leverages and extends Data

Plane Development Kit (DPDK) and Storage Performance Development Kit (SPDK). IPDK is vendor agnostic and
runs on a CPU, IPU, DPU, or switch.
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Products

Intel® IPU E2000

Intel® IPU Platform F2000X-PL

= ERTTTITT

Intel® IPU Platform C5000X-PL

Features

* 2x 100 GbEor 1 x 200 GbE

connectivity

* Upto 16 Arm Neoverse N1 Cores
¢ PCle 40x16
+ Up to 48GE DRAM

» 2 x 100 GbE connectivity

» Intel® Agilex-F FPGA

» Intel® Xeon D-1736 Processor
s 32GB DRAM

2 % 25 GbE connectivity

Intel® Stratix® 10 DX FPGA
Intel® Xeon D-1612 Processor
20GB DRAM

Target Acceleration Workloads

» Packet processing

« OVS

* NVMeOF and Storage

* RDMA/RoCEV2

» Traffic shaping and QoS

« Security: Inline and Lookaside Crypto with

Compression

» Packet processing
« OVS

* NVMe-oF

s Security/Isolation
s Crypto

* RDMA/RoCEV2

s Packet processing
+ OVS
* RDMA/RoCEV2
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The SmartNIC - DPU

= DPUs are a major evolution of the SmartNIC. They include the offload, flexible programmable pipeline, processing
and CPU of SmartNICs.

= DPUs include custom chips and, in some cases, customized field-programmable gate arrays or custom application-
specific integrated circuits.

= A DPU can support much more than a SmartNIC, including networking based on P4 programmable pipelines,
stateful Layer 4 firewalls, L2/L.3 networking, L4 load balancing, storage routing, storage analytics and VPNs.

= DPU functionality varies by vendor. Some of the major players in the market in 2022 are Fungible, AMD Pensando
and Marvell.

High-speed packet
processing with specific A CPU core complex (often
acceleration and often Arm or MIPS based in this
programmabile logic (P4/ generation)
P4-like is common)

Memory controllers
{commonly DDR4 but we Accelerators (often for
also see HBM and DDRS crypto or storage offload)

support)

High-speed networking
connectivity (25Gbps
minimum, usually
100Gbps+)

Runs its own OS separate Designed to be an
Security and management from a host system infrastructure endpoint that
PCle Gen4 lanes (run as features {offering a {commonly Linux, but the exposes resources to the
either root or endpoints) hardware root of trust as an subject of VMware Project data center and offloads
example) Monterey ESXi on Arm as key functionalities for data
another example) center scale computing

Copyright © 2023 Intel Corporation intel.



Data center-Cloud evolution ~_

The Evolution of the Datacenter
Many inventions over the past 70 vears lead up to the modermn datacenter. Lat's take a look at some of the milestones that changed datacenter history StGCkl

1946 1971 1978 1081 Early 10005

ENIAC (Elactronic Numancal Imegrator Ang Computon) The Irsel 2004 i5 3 4-b¢ contral procassing Sungard Availablity Systems The IBM Personal Computer, commonty Microcomputers (mow caled ‘servers ) staned
wits the first electronic general-purpose computer. unit (CPLY) releasead by Intel Comporation becoming the first major US. nown 2= the 1BM PC_is e angnad 10 find their places n e oid compuler rooms
was oghal aed capabie of aing PIOGRAMMEd 10 Sohe g & was Me iest commercially avallatie COmmentia) disaster recovery version of me BA AC compatidle B werw beng caked ‘dasacentens”

*a largo clasy” of sumerical probiams. MiCroprocessor. busirans harcwara platiom

1 ‘
F,IIIIIII I H ' azon O le 4,500+
- we services™ G Y datacenters
O O B e
2002 2007 2013 2015
Amasan Wes Serveas Sun Moduiar Datacenter = 3 prrtiio Google rivesied 57 35 bikon n s Over 5 75 rition raw servers are degsoyed
bsons caveiapment of datacsctsr Dl i) & standard 20-Toot ¥tome trastuchre. The spanding evary yoar. Thera e an estrmated 4500+
S i, S T T
e ISt Ziteeenyie e
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Data center evolution contd...

Sizes of data centers

l]:m'
=

SIZE
from 1 rack upwards,
incl. cooling, network
technology, etc.
= 1 shipping container

POWER
+100 kW

TASK
Processing of loT data
close to the source

Micro
Data Center

Copyright © 2023 Intel Corporation

SIZE
+500 m?
= 1 cottage + garden
or 1 basketball court

POWER
+1 MW

TASK
Company-owned data
center for critical data,

production data, etc.

Small
Data Center

+10,000 m?
= 1 Manhattan city block
or 2 football fields

POWER
=10 MW

TASK
Provision of data center
space to multiple te-
nants (possibly incl. Ma-
naged Services)

Medium Colocation
Data Center

SIZE
+50,000 m?
= Windsor Castle
or 12 football fields

POWER
+50 MW

TASK
Provision of data cen-
ter space to multiple
tenants; multiple com-
panies & networks as
added value for digital
ecosystems

Large Colocation
Data Center

D D|O
-
P D|O

V43
+100,000 m?
= the largest currently
being built is approx.
as big as Vatican City
or 57 football fields

TASK
Colocation;
computing capacity
for the major global
networks (e.g. cloud
providers, CDNs, social
media networks).
Enough capacity to be
highly scalable with
demand

Hyperscaler
Data Center

intel.
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Smart NIC players..

= Achronix : Speedster/t FPGA series- FPGA "
* AMD(Xilinx;Pensando) Alveo series. Elba, Capri—FPGA, SoC ™

= Asterfusion: Helium SmartNIC—- SoC ARM+ASIC+ Ded|cat Accelerator

= AWS:Nitro system — SOC
= Azure : Catapult — GP SoC

= Broadcom: Stingray — SoC: ARM+ASIC
" Intel : IPU-FPGA+X86 SoC. FPG
* Fungible :FIDPU - NP SoC
= Kalray :K200/K200-LP - MPPA DPU Processor
» Marvell: OCTEONIODPU - SoC:ARM+ASIC

= Napatech : NT200A02 SmartNIC — FPGA

" Netron g|||o Series

N “' | tueI:|eIo| DPU — SoC:ARM+ASIC+Dedicated Accelerator/ GPU Dedicated
Accelerator

Silicom :N5010, N5110A, P425G2SNxIAONIC — FPGA

<

e

SOC

#.
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Acceleration and offload — trajectory

= |t started with Layer 2 protocols offloading
= |t has taken a long trajectory to support L4 proto

* Presence of hardened Crypto Englnes en s offloading of security

orotocols (SSL/TLS)

= \With increasing processing po
load balancing of flows

martNICs provide fine grained

SmartNICs capable¢

acket header processing enable packet hints

Copyright © 2023 Intel Corporation inteL

13



Use case — Wireless and Edge

The Virtualized Network Edge

loT Edge Web Services

- .

= o Mobile Core Azure

=8 - loT Hub

(({ \ Telco Cloud n
gé RRH Wireless Edge

Application Edge Cloud
¢ an
(( Vlrtual
éRRH BBU

Enterprise Edge

V|rtua|

Residential Edge OLT ' Private Cloud Google

Copyright © 2023 Intel Corporation intel® 14




Use case — Networking ...

* Data packet processing is much faster at SmartNIC pipeline

» Accelerator chips speed up common processing tasks significantly
» Packet capture
» Network management ”
» Telemetry -

= |ntrusion detection |

* Data decompression'and deduplication

» Routing, Loadbalancing

* Firewalling”™

r -
- ,
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Use case — Networking - Software Defined Networking

= Separation of data plane
and control plane

= Shorter time to market as
product features are
software defined and
new protocols can be
quickly implemented

= _onger product life as
product functionality can
be upgraded by
modifyingsoftware

Copyright © 2023 Intel Corporation

C++ Program

>>>>

P4 Program

P4 Compiler

|

o "

RIRARRI

P4: Programming Protocol-Independent Packet Processors

16
intel.

16



Use case —

Copyright © 2023 Intel Corporation

Storage

Server CPU

Compression

Storage
Services

e

ISCSI to NVMe-oF bridge

RAID/EC

End-to-end software-defined
storage

End-to-end NVMe/TCP

NV Me-oF target stack

In-memory database

Virtual SAN

Key-value store

intel.
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The battle of ASIC versus FPGA SmartNICs

Copyright © 2023 Intel Corporation

System Level Cache

LP LP LP
DDR4 DDR4 DDR4

Management Complex

- Arm Neoverse N1 Cores

» SmartNIC Tile

Interface

l PCIE SOC/HOST

DPA

$443444¢

Crypto | Chksum || CRC

Buffering

Network
Interface

FPGA DIE

Fabric

Packet Processor 0

Packet Processor N

Memory
controller

HPS
[ARM CPU
cores]

Off chip DDR
memory

intel.
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Al and smarter NICs of future

= Al processing for intelligent feature

extraction

~“applications can receive locally made
decisions

= SmartNICs can reduce the total power
consumption, delivering Al at scale at
lower cost.

Copyright © 2023 Intel Corporation intel® 19



FastNICs for Al

= DARPA: Goal is 100x faster network card for tomorrow
* The lack of significantly faster NICs is also 05-

g a challenge for Al

in deep neural network training and image classification.
Register
. 1 (aggregate)
§
1
g
£ -
921 LAN: wdmmt
g gm‘uﬂu e Card
8. Interconnect Express
gll
e
£

-
o

Typical NIC & Stack

Data Ingest Capability

Capability

Capability
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Conclusion

= SmartNIC technology is a key enabler in the next generation converged
architecture by accelerating data processing and data movement

= Data centers become more scalable, secure and cost-effective as tenant
applications are not affected by infrastructure workload

* Freed up main CPU cores drive revenue growth

= SmartNICs are rapidly evolving and enabling use cases for DC, Telecom,
Edge

= Al is boosting utility of SmartNICs and SmartNICs will in turn boost Al

Copyright © 2023 Intel Corporation intel 21



Thank You
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https://www.intel.in/content/www/in/en/silicon-innovations/6-pillars/process.html
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