
Intel® True Scale Fabric Architecture:  
Enhanced HPC Architecture  
and Performance
Improved interconnect operability increases scalable performance for today’s HPC clusters.

Key Findings 
��infiniBand* Architectures – There are two types of InfiniBand architectures available today in the marketplace, the first being the 

traditional InfiniBand design, created as a channel interconnect for the data center. The latest InfiniBand architecture was built with 
HPC in mind. This enhanced HPC fabric offering is optimized for key interconnect performance factors, featuring MPI message rating, 
end-to-end latency and collective performance, resulting in increased HPC application performance. 

��enhanced intel® True scale Fabric Architecture – Offers 3x to 17x the MPI (Message Passing Interface) message throughput of the 
other InfiniBand architecture. For many MPI applications, small message rate throughput is an important factor that contributes to 
overall performance and scalability.

��improved end-to-end Latency – End-to-end latency is another key determinant of an MPI application’s performance and ability to 
scale. The Intel True Scale Fabric end-to-end latency is 50 percent to 90 percent lower at 16 nodes than the traditional InfiniBand  
offering available today.

��increased Collective Performance – Critical for an MPI application’s performance and ability to scale. Intel True Scale architecture 
makes it possible to achieve significant collective performance at scale, without hardware based collective acceleration, resulting  
in 30 percent to 80 percent better collective performance for the three major collectives: Allreduce, Barrier, and Broadcast. 

��Faster Application Performance – Intel tested a number of MPI applications and found that they performed up to 11 percent better 
on the cluster based Intel True Scale Fabric QDR-40 than the traditional InfiniBand-based architecture running at FDR (56 Gbps). 
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exeCuTive summARy
Today’s high performance computing 
(HPC) clusters often take advantage  
of increased node counts, with each  
node utilizing faster, denser core count 
processors. With this advancement, scal-
able performance is a critical component  
of application optimization on larger, 
faster clusters. The interconnect is one  
RI�WKH�NH\�IDFWRUV�WKDW�LQÁXHQFHV�RYHUDOO� 
performance of the HPC cluster at scale, 
accounting for up to 30 percent of the 
cost of an HPC cluster, making price an  
important consideration.  

The Intel True Scale Fabric architecture 
was designed from the ground up for 
HPC, which means it offers improved HPC 
performance, at a competitive price point, 
especially for implementations requiring 
superior performance across large node 
counts. The following are key elements of 
the Intel True Scale Fabric Architecture. 

��improved On-Load design – Designed 
around a host on-load implementation 
for the host channel adapter (HCA).  
This implementation provides low end-
to-end latency, that stays low as a 
cluster is scaled. The reason for this is 
that the on-load design takes advantage  
of improvements in processor perfor-
mance and maximizes the performance 
of clusters built using faster and higher 
core count processors. An on-load imple-
mentation takes full benefit of Moore’s 
law by leveraging the increase in CPU 
performance resulting from high core 
count architectures. 

��increased Performance scaled 
messaging – Optimized interface library 
layer between the upper layer protocol, 
like MPI (Message Passing Interface), and 
the InfiniBand* driver. This library, called 
PSM (Performance Scaled Messaging),  
is lightweight in design and provides  
optimized performance capabilities for:

– mPi message Rate: Extremely high 
message rate throughput, especially 
with small message sizes 

– Latency: End-to-end latency that  
remains low, even at scale 

– Collective: Very low latency across  
all collective algorithms, even at scale 

��Connectionless: This approach provides 
for low end-to-end latency, even at scale, 
thereby offering excellent scaling across 
large node/core count HPC clusters. 

inTeL TRue sCALe FABRiC 
inFiniBAnd*– BAsed 
ARCHiTeCTuRe 
7KHUH�DUH�WZR�W\SHV�RI�,QÀQL%DQG� 
architectures available today in the  
PDUNHWSODFH��WKH�WUDGLWLRQDO�,QÀQL%DQG�
based architecture, designed as a channel 
interconnect for the enterprise data center 
ZKLFK�IHDWXUHV�DQ�RIÁRDG�KRVW�DGDSWHU�DQG�
Verbs-based designs. The Intel True Scale 
Fabric is an HPC Enhanced version of 
,QÀQL%DQG��GHVLJQHG�ZKHQ�LW�EHFDPH�FOHDU�
that HPC was to be the major market for 
,QÀQL%DQG�EDVHG�IDEULFV��,QWHO�7UXH�6FDOH�
Fabric was purpose built to run HPC/MPI 
applications and take full advantage of 
today’s latest processor technology, with 
its dense multi-core applications. 

7KH�WZR�JHQHUDWLRQV�RI�,QÀQL%DQG�
architectures handle protocol processing 
very differently, with the Intel True Scale 
Fabric architecture based on a connection-
less design. This approach does not 
establish connection address information 
between node/cores/process that is 
maintained in the cache of the adapter.  
7KH�WUDGLWLRQDO�,QÀQL%DQG�LPSOHPHQWDWLRQ�
XWLOL]HV�DQ�RIÁRDG�LPSOHPHQWDWLRQ�ZLWK�D�
fairly heavyweight protocol control library 
called Verbs. Unlike the traditional 
,QÀQL%DQG�EDVHG�DUFKLWHFWXUH��ZLWK�LWV�
RIÁRDG�9HUEV�LPSOHPHQWDWLRQ�ZKHUH�
addressing/state information is kept in  
the cache of the host adapter, Intel True 
Scale Fabric’s connectionless design does 
not have the potential for a cache miss  
on connection state as the HPC cluster is 
VFDOHG��,Q�RIÁRDG�9HUEV�EDVHG�LPSOHPHQ-
tations, when cache misses occur, address 
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information must be obtained from main 
PHPRU\�DFURVV�WKH�3&,H
�EXV��VLJQLÀFDQWO\�
impacting performance as applications  
are scaled across a large cluster. The Intel 
True Scale architecture eliminates the 
potential for address cache misses, by 
utilizing a semantic tag matching approach 
for MPI messages. This implementation 
offers greater potential to scale perfor-
mance across a large node/core count 
cluster, while maintaining low end-to-end 
latency as the application is scaled across 
the cluster. 

The Intel True Scale Fabric innovative  
host design utilizes an HPC optimized 
library called PSM (Performance Scaled 
Messaging) for MPI communications.  
PSM is a “lightweight” library that is spe-
FLÀFDOO\�EXLOW�WR�RSWLPL]H�03,�SHUIRUPDQFH�
requirements. PSM is built around seman-
tic tag matching similar in concept to those 
used by high performance HPC intercon-
nect pioneers Myricom* and Quadrics.* 
Intel True Scale Fabric’s PSM divides the 
responsibilities between the host driver 
and the Host Channel Adapter differently 
than traditional Verbs-based implementa-
tions. In the PSM implementation, the host 
GULYHU�GLUHFWO\�H[HFXWHV�WKH�,QÀQL%DQG�
transport layer, entirely eliminating both 
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Figure 1. Message Rate Profile for Small/Communication Dependent and Large/Processor Dependent Models

the heavyweight Verbs interface on the 
host and any transport-layer bottlenecks in 
WKH�+RVW�&KDQQHO�$GDSWHU�RIÁRDG�SURFHV-
sor/micro-sequencer. This makes PSM, with 
its on-load approach, well-suited to take 
advantage of today’s high-performance, 
dense multi-core processors. 

The key measures of HPC performance  
are MPI message rate performance, 
end-to-end latency, collective perfor-
mance and application performance.  
Tests in these areas show that Intel True 
6FDOH�)DEULF·V�RQ�ORDG�EDVHG�,QÀQL%DQG�
architecture, with PSM implementation,  
is better at scaling, message processing, 
and latency when compared to the more 
WUDGLWLRQDO�,QÀQL%DQG�EDVHG�DUFKLWHFWXUH��

mPi message Rate Performance 

For most HPC applications, MPI message 
throughput is the key factor that deter-
mines overall application performance  
and scaling. As an MPI application is  
scaled its message rate increases at a 
faster pace; this is especially true with 
small messages. The Intel True Scale  
)DEULF�DUFKLWHFWXUH�RIIHUV�VLJQLÀFDQWO\�
higher message throughput vs. the  
WUDGLWLRQDO�,QÀQL%DQG�EDVHG�RIIHULQJV�

The graphs in Figure 1 are excellent exam-
ples of the increase in MPI message rate 
WUDIÀF�DV�DQ�DSSOLFDWLRQ�LV�VFDOHG�DFURVV� 
a cluster. The HPC Zone for these two 
models is where 98 percent of messages 
occur. The interconnect performance 
within the HPC zone is key to overall appli-
cation performance. The graph on the left 
has an HPC zone where 98 percent of the 
messages are 4K bytes or less. The HPC 
zone for the model on the right shows it 
takes up to 65K byte sized messages to 
reach the 98 percent mark. 

It is important to note that for both 
PRGHOV�WKHUH�LV�D�VLJQLÀFDQW�LQFUHDVH�LQ�
message rate for the 64 byte messages 
as a cluster when scaled from 8 to 16 to 
32 nodes. The increase in MPI messages 
from 16 to 32 nodes for the Eddy_417K 
64 byte messages is over 250 percent, 
which means the 64 byte messages now 
account for over 90 percent of all mes-
sages. For the Truck_111m model, the 
MPI message rate increase is 235 percent 
when going from 16 to 32 nodes and the 
64 byte messages account for 64 percent 
RI�DOO�WUDIÀF��7KH�LQWHUFRQQHFW·V�DELOLW\�WR�
HIÀFLHQWO\�KDQGOH�YHU\�VPDOO�PHVVDJHV� 
in volume is a key factor in determining 
application performance at scale. 
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7KH�GHÀQLWLYH�WHVW�IRU�PHDVXULQJ�KRVW�
rate message throughput is Ohio State 
University’s (OSU’s) MPI Message Rate 
test. The message rate test evaluates  
the aggregate unidirectional message  
rate between multiple pairs of processes. 
Each of the sending processes sends a 
À[HG�QXPEHU�RI�PHVVDJHV�EDFN�WR�EDFN�
to the paired receiving process before 
waiting for a reply from the receiver. This 
process is repeated for several iterations. 

The objective of this benchmark is to  
determine the achieved message rate from 
RQH�QRGH�WR�DQRWKHU�ZLWK�D�FRQÀJXUDEOH�
number of processes running on each node. 

note: This is a test and the results in Figure 
2 are based on non-coalesced message rate 
performance. As message rate has become 
more recognized as an important indication of 
HPC performance, technology providers want 
to portray their products in the best possible 
way. Coalescing artificially increases the over-
all message rate, but it requires sending one 
stream of messages to only one other process, 
which is not typical of MPI interprocess mes-
saging patterns. In addition, coalescing adds 
latency to the transaction because the sending 
process must wait and decide whether to send 
the packet of messages as is or wait for other 
messages to add to the packet.

Figure 2 illustrates that the traditional  
,QÀQL%DQG�EDVHG�RIÁRDG�9HUEV�DUFKLWHF-
ture “tops out” at roughly 10 million mes-
VDJHV�SHU�VHFRQG��0RUH�VLJQLÀFDQWO\��WKH�
SHUIRUPDQFH�RI�WKH�RIÁRDG�9HUEV�VROXWLRQ�
actually declines as the number of proces-
sor cores moves beyond four. In contrast, 
the HPC enhanced Intel True Scale Fabric 
with its on-load/PSM architecture offers 
up to 17x more message throughput at 16 
FRUHV�WKDQ�WKH�RIÁRDG�9HUEV�DUFKLWHFWXUH��

Key Findings: 

��+RVW�EDVHG�DGDSWHUV�DFKLHYH� 
significantly more messages per  
second at scale 

��2IIORDG�9HUEV�LPSOHPHQWDWLRQ� 
performance peaked at four cores 

��,QWHO�7UXH�6FDOH�)DEULF�4'5����SURYLGHV�
near-linear scaling ~60M messages  
per second 

end-To-end Latency Performance 

Latency, especially end-to-end latency, is 
another key factor of an HPC application’s 
performance and ability to scale. The  
Intel True Scale Fabric’s enhanced HPC 
architecture provides for low end-to- 
end latency that remains low as an appli-
cation is scaled across an HPC cluster. 

There are several ways to measure 
latency, the easiest being a two node test. 
Figure 3 (on next page) shows the latency 
IRU�WKH�WZR�GLIIHUHQW�,QÀQL%DQG�LPSOH-
mentations using this simple node-to- 
node test with the OSU Latency test.

As Figure 3 shows, the two different  
,QÀQL%DQG�EDVHG�DUFKLWHFWXUHV�KDYH� 
similar latency to one another in this 
simple test. The question is what do  
latencies look like with a set of more  
realistic tests at scale? 

HPCC (HPC Challenge) has a set of latency 
tests that are more representative of HPC/
MPI latency at scale. The latency tests 
used in this study determine end-to-end 
ODWHQF\��ZKLFK�LV�D�IXQFWLRQ�RI�WKH�,QÀQL-
%DQG�DGDSWHU�DQG�WKH�KRVW�,QÀQL%DQG�VWDFN�
and switch. The following tests were used 
to determine and analyze the performance 
RI�WKH�,QÀQL%DQG�DUFKLWHFWXUHV��

��maximum Ping-Pong Latency –  
reports the maximum latency for a  
number of non-simultaneous ping-pong 
tests. The ping-pongs are performed  
between as many distinct pairs of  
processors as possible. 

��naturally Ordered Ring Latency – 
reports latency achieved in the ring 
communication pattern. 

��Randomly Ordered Ring Latency –  
reports latency in the ring communi-
cation pattern. The communication 
processes are ordered randomly in  
the ring. 

Figure 4 (on next page) summarizes the 
results of HPCC latency Ping-Pong, NOR 
and ROR tests at 16 nodes. The fourth  
set of bars is an average of the three tests. 
In each of the tests, the Intel True Scale 
,QÀQL%DQG�DUFKLWHFWXUH�DFKLHYHG�VLJQLÀ-
cantly lower latency than its counterpart. 
The Randomly Ordered Ring Latency test 
showed the most performance difference; 
Intel True Scale Fabric had a 5x latency 
advantage. The Intel True Scale Fabric 
average latency is over 70 percent lower 
WKDQ�WUDGLWLRQDO�,QÀQL%DQG�DUFKLWHFWXUH�
running at FDR speed. 

Figure 2. Message Rate of Offload/Verbs vs. On-load/PSM using MVAPICH
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Figure 3. Two Node Latency Test with OpenMPI

Figure 4. HPCC Latency Tests using OpenMPI
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Key Findings: 

��/DWHQF\�LV�D�NH\�IDFWRU�LPSDFWLQJ�WKH�
performance of most MPI applications 

��7KH�,QWHO�7UXH�6FDOH�)DEULF�GHVLJQ� 
provides lower latency at QDR versus 
the traditional InfiniBand designed  
offering at FDR speed 

��,QWHO�7UXH�6FDOH�)DEULF�KDV�D����SHUFHQW�
to 82 percent latency advantage  
depending on the test 

��$YHUDJH�ODWHQF\�DGYDQWDJH�IRU�,QWHO� 
True Scale Fabric is 72 percent 

Collective Performance 

A collective operation is a concept in 
parallel computing in which data is 
simultaneously sent to, or received from, 
many nodes. Collective functions in the 
MPI API involve communication between 
all processes in a particular group (which 
can mean the entire process pool or a pro-
JUDP�GHÀQHG�VXEVHW���7KHVH�W\SHV�RI�FDOOV�
are often useful at the beginning or end of 
a large distributed calculation, where each 
processor operates on a part of the data 

and then combines it into a result. The 
performance of collective communication 
RSHUDWLRQV�LV�NQRZQ�WR�KDYH�D�VLJQLÀFDQW�
impact on the scalability of most MPI appli-
cations. The nature of collectives means 
that they can become a bottleneck when 
scaling to thousands of ranks (where a 
rank is an MPI process, typically running 
on a single core). 

Collective performance is critical for the 
ability to scale the performance of an  
MPI application, especially on an HPC 
FOXVWHU��,W�LV�SRVVLEOH�WR�DFKLHYH�VLJQLÀ-
cantly improved collective performance at 
scale without hardware based collective 
acceleration. The Intel True Scale Fabric 
,QÀQL%DQG�DUFKLWHFWXUH�LV�KLJKO\�RSWLPL]HG�
for the HPC marketplace. Because of this 
focused design Intel True Scale Fabric 
GRHV�QRW�UHTXLUH�VSHFLDO�RU�UHWURÀWWHG�FRO-
lective acceleration hardware or software 
to achieve collective performance at scale.

Three of the most widely used collectives 
are AllReduce, Barrier, and Broadcast. 

As shown in Figure 5, Intel True Scale  
Fabric shows excellent performance 
across the above set of collectives,  
especially in the HPC Zone where most  
RI�WKH�+3&�03,�WUDIÀF�RFFXUV��

Key Findings: 

��3HUIRUPDQFH�RI�FROOHFWLYH�RSHUDWLRQV�KDV�
an impact on the overall performance 
and scalability of applications 

��,QWHO�7UXH�6FDOH�)DEULF�DUFKLWHFWXUH�VKRZV�
excellent collective performance across 
the key collective operations—AllReduce, 
Barrier, and Broadcast—particularly in 
message sizes that would be within the 
HPC Zone

APPLiCATiOn PeRFORmAnCe 
spec mPi2007 

Spec MPI2007 is a benchmark suite for 
HYDOXDWLQJ�03,�SDUDOOHO��ÁRDWLQJ�SRLQW��DQG�
compute intensive performance across  
a wide range of cluster implementations. 
MPI2007 is designed to measure and 
comparing high-performance computer 
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systems and clusters. The benchmark 
programs shown in Figure 6 are developed 
from native MPI-parallel end-user applica-
tions, as opposed to synthetic benchmarks 
or even parallelized versions of sequential 
benchmarks. (http://www.spec.org/mpi).

The Intel True Scale Fabric, with its en-
hanced HPC architecture, shows excellent 
performance across the Spec MPI2007 
suite of applications when compared to  
WKH�PRUH�WUDGLWLRQDO�,QÀQL%DQG�LPSOHPHQ-
tation. The percentages (above each of  
the application tests in Figure 7) illustrate 
the performance differential of Intel True 
Scale Fabric on-load/PSM architecture to 
WKH�WUDGLWLRQDO�RIÁRDG�9HUEV��7KH�ÀUVW�
percentage is Intel QDR-40 and the second 
percentage is QDR-80; where blue repre-
sents better performance for Intel True 
Scale Fabric on-load/PSM architecture. In 
summary, Intel QDR-40 shows better per-
formance in 7 out of 12 tests and QDR-80 
has better performance in 10 out of  
12 tests. 

Key Findings: 

��,QWHO�7UXH�6FDOH�)DEULF�4'5����VKRZV�
on average an 11 percent performance 
advantage 

��7KH�4'5����DYHUDJH�SHUIRUPDQFH� 
advantage is 18 percent 
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Figure 5. Collective Performance using OpenMPI

Figure 6: Spec MPI2007 Benchmark Test List

BenCHmARK APPLiCATiOn dOmAin suiTe LAnguAge

milc Physics: Quantum Chromodynamics (QCD) medium C

leslie3d Computational Fluid Dynamics (CFD) medium Fortran

GemsFDTD Computational Electromagnetics (CEM) medium Fortran

fds4 Computational Fluid Dynamics (CFD) medium C/Fortran

pop2 Ocean Modeling medium, large C/Fortran

tachyon Graphics: Parallel Ray Tracing medium, large C

lammps Molecular Dynamics Simulation medium, large C++

wrf2 Weather Prediction medium C/Fortran

GAPgeofem Heat Transfer using Finite Element Methods (FEM) medium, large C/Fortran

tera_tf 3D Eulerian Hydrodynamics medium, large Fortran

zeusmp2 Physics: Computational Fluid Dynamics (CFD) medium, large C/Fortran

lu Computational Fluid Dynamics (CFD) medium, large Fortran

The Spec MPI2007 test results shown in Figure 7 (on next page) compared the  
performance of an HPC cluster environment where all the components were kept  
the same with the exception that the interconnect was varied between the two  
PDMRU�,QÀQL%DQG�LPSOHPHQWDWLRQV�
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COnCLusiOn 
The interconnect architecture has a 
VLJQLÀFDQW�LPSDFW�RQ�WKH�SHUIRUPDQFH�RI�
a cluster and the applications running on 
the cluster. Intel True Scale Fabric host and 
switch technologies provide an intercon-
nect infrastructure that maximizes an HPC 
cluster’s overall performance. The Intel 
True Scale Fabric Architecture, with its on-
load protocol processing engine, connec-
tionless implementation, and lightweight 
semantic-based PSM interface, provides an 
optimized environment that maximizes MPI 
application performance. With the use and 
size of HPC clusters expanding at a rapid 
SDFH��,QWHO�7UXH�6FDOH�)DEULF�,QÀQL%DQG�
architecture and technology extracts the 
most out of your investment in compute 
resources by eliminating adapter and 
switch bottlenecks.

Figure 7: Spec MPI2007 Benchmark Test Results using Open/MPI
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APPendix 1: TesTed 
COnFiguRATiOn inFORmATiOn 
On-Load/Psm Configuration 

Location: HPC Lab, Intel, Swindon,  
UK 16 nodes. 

Servers: Each: 
���[�,QWHO��;HRQ��3URFHVVRUV�²�(�������
��3URFHVVRU�VSHHG�²������*+]�
��0HPRU\�²����*%������0+]�''5��

CPU Setting: TURBO 

Interconnect: QDR-40 & QDR-80 Intel True 
Scale Fabric (2xQLE7340), 1x12300 Intel 
True Scale Fabric 36 port switch. 

IB Switch F/W: 7.0.1.0.43 

OS: RHEL6.2 Kernel - 2.6.32-220.el6.
x86_64 

IB Stack: IFS 7.1.0.0.55 with ib_qib from PR 
120677 build qib-qofed-1.5.4.1_120677 

Compiler: gcc + Intel CC Version 12.1.3.293 
Build 20120212 

0DWK�/LEUDU\��,QWHO��0./�

MPI: Various as noted in each test 

Testing Methodology: Out-of-Box Testing 

Offload/verbs Configuration 

Location: HPC Lab, Intel, Swindon,  
UK 16 nodes. 

Servers: Each: 
���[�;HRQ�3URFHVVRUV�²�(�������
��3URFHVVRU�VSHHG�²������*+]�
��0HPRU\�²����*%������0+]�''5��

CPU Setting: TURBO 

Interconnect: Single Rail Mellanox FDR 
07�����'XDO�3RUW��0&;���$�)&%7�����[�
6;�����0HOODQR[�)'5����SRUW�VZLWFK�

IB Switch F/W: 2.10.600 

OS: RHEL6.2 Kernel - 2.6.32-220.el6.
x86_64 

IB Stack: mlnx-ofa_kernel-1.5.3-
OFED.1.5.3.3.0.0 (options mlx4_core log_
num_mtt=21 og_mtts_per_seg=7) 

Compiler: gcc + Intel CC Version 12.1.3.293 
Build 20120212 

0DWK�/LEUDU\��,QWHO��0./�

MPI: Various as noted in each test 

Testing Methodology: Out-of-Box Testing
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APPendix 2: 
disCLAimeRs & RisK FACTORs 
Legal Disclaimers 

INFORMATION IN THIS DOCUMENT IS PROVIDED IN CONNECTION WITH INTEL PRODUCTS. NO LICENSE, EXPRESS OR IMPLIED, BY ESTOPPEL OR OTHERWISE, TO ANY INTELLECTUAL PROPERTY RIGHTS IS GRANTED BY 
THIS DOCUMENT. EXCEPT AS PROVIDED IN INTEL’S TERMS AND CONDITIONS OF SALE FOR SUCH PRODUCTS, INTEL ASSUMES NO LIABILITY WHATSOEVER AND INTEL DISCLAIMS ANY EXPRESS OR IMPLIED WARRANTY, 
RELATING TO SALE AND/OR USE OF INTEL PRODUCTS INCLUDING LIABILITY OR WARRANTIES RELATING TO FITNESS FOR A PARTICULAR PURPOSE, MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT, COPYRIGHT 
OR OTHER INTELLECTUAL PROPERTY RIGHT. 
 A “Mission Critical Application” is any application in which failure of the Intel Product could result, directly or indirectly, in personal injury or death. SHOULD YOU PURCHASE OR USE INTEL’S PRODUCTS FOR ANY SUCH MISSION CRITICAL 
APPLICATION, YOU SHALL INDEMNIFY AND HOLD INTEL AND ITS SUBSIDIARIES, SUBCONTRACTORS AND AFFILIATES, AND THE DIRECTORS, OFFICERS, AND EMPLOYEES OF EACH, HARMLESS AGAINST ALL CLAIMS 
COSTS, DAMAGES, AND EXPENSES AND REASONABLE ATTORNEYS’ FEES ARISING OUT OF, DIRECTLY OR INDIRECTLY, ANY CLAIM OF PRODUCT LIABILITY, PERSONAL INJURY, OR DEATH ARISING IN ANY WAY OUT OF 
SUCH MISSION CRITICAL APPLICATION, WHETHER OR NOT INTEL OR ITS SUBCONTRACTOR WAS NEGLIGENT IN THE DESIGN, MANUFACTURE, OR WARNING OF THE INTEL PRODUCT OR ANY OF ITS PARTS. 
�,QWHO�PD\�PDNH�FKDQJHV�WR�VSHFL¿FDWLRQV�DQG�SURGXFW�GHVFULSWLRQV�DW�DQ\�WLPH��ZLWKRXW�QRWLFH��'HVLJQHUV�PXVW�QRW�UHO\�RQ�WKH�DEVHQFH�RU�FKDUDFWHULVWLFV�RI�DQ\�IHDWXUHV�RU�LQVWUXFWLRQV�PDUNHG�³UHVHUYHG´�RU�³XQGH¿QHG �́�,QWHO�UHVHUYHV�WKHVH�IRU�IXWXUH�
GH¿QLWLRQ�DQG�VKDOO�KDYH�QR�UHVSRQVLELOLW\�ZKDWVRHYHU�IRU�FRQÀLFWV�RU�LQFRPSDWLELOLWLHV�DULVLQJ�IURP�IXWXUH�FKDQJHV�WR�WKHP��7KH�LQIRUPDWLRQ�KHUH�LV�VXEMHFW�WR�FKDQJH�ZLWKRXW�QRWLFH��'R�QRW�¿QDOL]H�D�GHVLJQ�ZLWK�WKLV�LQIRUPDWLRQ��
�7KH�SURGXFWV�GHVFULEHG�LQ�WKLV�GRFXPHQW�PD\�FRQWDLQ�GHVLJQ�GHIHFWV�RU�HUURUV�NQRZQ�DV�HUUDWD�ZKLFK�PD\�FDXVH�WKH�SURGXFW�WR�GHYLDWH�IURP�SXEOLVKHG�VSHFL¿FDWLRQV��&XUUHQW�FKDUDFWHUL]HG�HUUDWD�DUH�DYDLODEOH�RQ�UHTXHVW��
�,QWHO�SURGXFW�SODQV�LQ�WKLV�SUHVHQWDWLRQ�GR�QRW�FRQVWLWXWH�,QWHO�SODQ�RI�UHFRUG�SURGXFW�URDGPDSV��3OHDVH�FRQWDFW�\RXU�,QWHO�UHSUHVHQWDWLYH�WR�REWDLQ�,QWHO¶V�FXUUHQW�SODQ�RI�UHFRUG�SURGXFW�URDGPDSV��
�,QWHO�SURFHVVRU�QXPEHUV�DUH�QRW�D�PHDVXUH�RI�SHUIRUPDQFH��3URFHVVRU�QXPEHUV�GLIIHUHQWLDWH�IHDWXUHV�ZLWKLQ�HDFK�SURFHVVRU�IDPLO\��QRW�DFURVV�GLIIHUHQW�SURFHVVRU�IDPLOLHV��*R�WR��KWWS���ZZZ�LQWHO�FRP�SURGXFWV�SURFHVVRUBQXPEHU��
�&RQWDFW�\RXU�ORFDO�,QWHO�VDOHV�RI¿FH�RU�\RXU�GLVWULEXWRU�WR�REWDLQ�WKH�ODWHVW�VSHFL¿FDWLRQV�DQG�EHIRUH�SODFLQJ�\RXU�SURGXFW�RUGHU��
�&RSLHV�RI�GRFXPHQWV�ZKLFK�KDYH�DQ�RUGHU�QXPEHU�DQG�DUH�UHIHUHQFHG�LQ�WKLV�GRFXPHQW��RU�RWKHU�,QWHO�OLWHUDWXUH��PD\�EH�REWDLQHG�E\�FDOOLQJ�����������������RU�JR�WR��KWWS���ZZZ�LQWHO�FRP�GHVLJQ�OLWHUDWXUH�KWP�
6RIWZDUH�DQG�ZRUNORDGV�XVHG�LQ�SHUIRUPDQFH�WHVWV�PD\�KDYH�EHHQ�RSWLPL]HG�IRU�SHUIRUPDQFH�RQO\�RQ�,QWHO�PLFURSURFHVVRUV��3HUIRUPDQFH�WHVWV��VXFK�DV�6<6PDUN
�DQG�0RELOH0DUN�
�DUH�PHDVXUHG�XVLQJ�VSHFL¿F�FRPSXWHU�V\VWHPV��FRPSRQHQWV��
VRIWZDUH��RSHUDWLRQV�DQG�IXQFWLRQV��$Q\�FKDQJH�WR�DQ\�RI�WKRVH�IDFWRUV�PD\�FDXVH�WKH�UHVXOWV�WR�YDU\��<RX�VKRXOG�FRQVXOW�RWKHU�LQIRUPDWLRQ�DQG�SHUIRUPDQFH�WHVWV�WR�DVVLVW�\RX�LQ�IXOO\�HYDOXDWLQJ�\RXU�FRQWHPSODWHG�SXUFKDVHV��LQFOXGLQJ�WKH�SHUIRU�
PDQFH�RI�WKDW�SURGXFW�ZKHQ�FRPELQHG�ZLWK�RWKHU�SURGXFWV��)RU�PRUH�LQIRUPDWLRQ�JR�WR��KWWS���ZZZ�LQWHO�FRP�SHUIRUPDQFH�
�6DQG\�%ULGJH�DQG�RWKHU�FRGH�QDPHV�IHDWXUHG�DUH�XVHG�LQWHUQDOO\�ZLWKLQ�,QWHO�WR�LGHQWLI\�SURGXFWV�WKDW�DUH�LQ�GHYHORSPHQW�DQG�QRW�\HW�SXEOLFO\�DQQRXQFHG�IRU�UHOHDVH��&XVWRPHUV��OLFHQVHHV�DQG�RWKHU�WKLUG�SDUWLHV�DUH�QRW�DXWKRUL]HG�E\�,QWHO�WR�XVH�
FRGH�QDPHV�LQ�DGYHUWLVLQJ��SURPRWLRQ�RU�PDUNHWLQJ�RI�DQ\�SURGXFW�RU�VHUYLFHV�DQG�DQ\�VXFK�XVH�RI�,QWHO¶V�LQWHUQDO�FRGH�QDPHV�LV�DW�WKH�VROH�ULVN�RI�WKH�XVHU�

Optimization Disclaimer 
,QWHO¶V�FRPSLOHUV�PD\�RU�PD\�QRW�RSWLPL]H�WR�WKH�VDPH�GHJUHH�IRU�QRQ�,QWHO�PLFURSURFHVVRUV�IRU�RSWLPL]DWLRQV�WKDW�DUH�QRW�XQLTXH�WR�,QWHO�PLFURSURFHVVRUV��7KHVH�RSWLPL]DWLRQV�LQFOXGH�66(���66(���DQG�66(��LQVWUXFWLRQ�VHWV�DQG�RWKHU�RSWLPL]DWLRQV��
,QWHO�GRHV�QRW�JXDUDQWHH�WKH�DYDLODELOLW\��IXQFWLRQDOLW\��RU�HIIHFWLYHQHVV�RI�DQ\�RSWLPL]DWLRQ�RQ�PLFURSURFHVVRUV�QRW�PDQXIDFWXUHG�E\�,QWHO��0LFURSURFHVVRU�GHSHQGHQW�RSWLPL]DWLRQV�LQ�WKLV�SURGXFW�DUH�LQWHQGHG�IRU�XVH�ZLWK�,QWHO�PLFURSURFHVVRUV��
&HUWDLQ�RSWLPL]DWLRQV�QRW�VSHFL¿F�WR�,QWHO�PLFURDUFKLWHFWXUH�DUH�UHVHUYHG�IRU�,QWHO�PLFURSURFHVVRUV��3OHDVH�UHIHU�WR�WKH�DSSOLFDEOH�SURGXFW�8VHU�DQG�5HIHUHQFH�*XLGHV�IRU�PRUH�LQIRUPDWLRQ�UHJDUGLQJ�WKH�VSHFL¿F�LQVWUXFWLRQ�VHWV�FRYHUHG�E\�WKLV�
QRWLFH��1RWLFH�UHYLVLRQ�����������

Risk Factors 

7KH�DERYH�VWDWHPHQWV�DQG�DQ\�RWKHUV�LQ�WKLV�GRFXPHQW�WKDW�UHIHU�WR�SODQV�DQG�H[SHFWDWLRQV�IRU�WKH�VHFRQG�TXDUWHU��WKH�\HDU�DQG�WKH�IXWXUH�DUH�IRUZDUG�ORRNLQJ�VWDWHPHQWV�WKDW�LQYROYH�D�QXPEHU�RI�ULVNV�DQG�XQFHUWDLQWLHV��:RUGV�VXFK�DV�³DQWLFLSDWHV�́ �
³H[SHFWV�́ �³LQWHQGV�́ �³SODQV�́ �³EHOLHYHV�́ �³VHHNV�́ �³HVWLPDWHV�́ �³PD\�́ �³ZLOO�́ �³VKRXOG´�DQG�WKHLU�YDULDWLRQV�LGHQWLI\�IRUZDUG�ORRNLQJ�VWDWHPHQWV��6WDWHPHQWV�WKDW�UHIHU�WR�RU�DUH�EDVHG�RQ�SURMHFWLRQV��XQFHUWDLQ�HYHQWV�RU�DVVXPSWLRQV�DOVR�LGHQWLI\�IRUZDUG�
ORRNLQJ�VWDWHPHQWV��0DQ\�IDFWRUV�FRXOG�DIIHFW�,QWHO¶V�DFWXDO�UHVXOWV��DQG�YDULDQFHV�IURP�,QWHO¶V�FXUUHQW�H[SHFWDWLRQV�UHJDUGLQJ�VXFK�IDFWRUV�FRXOG�FDXVH�DFWXDO�UHVXOWV�WR�GLIIHU�PDWHULDOO\�IURP�WKRVH�H[SUHVVHG�LQ�WKHVH�IRUZDUG�ORRNLQJ�VWDWHPHQWV��,QWHO�
SUHVHQWO\�FRQVLGHUV�WKH�IROORZLQJ�WR�EH�WKH�LPSRUWDQW�IDFWRUV�WKDW�FRXOG�FDXVH�DFWXDO�UHVXOWV�WR�GLIIHU�PDWHULDOO\�IURP�WKH�FRPSDQ\¶V�H[SHFWDWLRQV��'HPDQG�FRXOG�EH�GLIIHUHQW�IURP�,QWHO¶V�H[SHFWDWLRQV�GXH�WR�IDFWRUV�LQFOXGLQJ�FKDQJHV�LQ�EXVLQHVV�DQG�
HFRQRPLF�FRQGLWLRQV��LQFOXGLQJ�VXSSO\�FRQVWUDLQWV�DQG�RWKHU�GLVUXSWLRQV�DIIHFWLQJ�FXVWRPHUV��FXVWRPHU�DFFHSWDQFH�RI�,QWHO¶V�DQG�FRPSHWLWRUV¶�SURGXFWV��FKDQJHV�LQ�FXVWRPHU�RUGHU�SDWWHUQV�LQFOXGLQJ�RUGHU�FDQFHOODWLRQV��DQG�FKDQJHV�LQ�WKH�OHYHO�RI�
LQYHQWRU\�DW�FXVWRPHUV��8QFHUWDLQW\�LQ�JOREDO�HFRQRPLF�DQG�¿QDQFLDO�FRQGLWLRQV�SRVHV�D�ULVN�WKDW�FRQVXPHUV�DQG�EXVLQHVVHV�PD\�GHIHU�SXUFKDVHV�LQ�UHVSRQVH�WR�QHJDWLYH�¿QDQFLDO�HYHQWV��ZKLFK�FRXOG�QHJDWLYHO\�DIIHFW�SURGXFW�GHPDQG�DQG�RWKHU�
UHODWHG�PDWWHUV��,QWHO�RSHUDWHV�LQ�LQWHQVHO\�FRPSHWLWLYH�LQGXVWULHV�WKDW�DUH�FKDUDFWHUL]HG�E\�D�KLJK�SHUFHQWDJH�RI�FRVWV�WKDW�DUH�¿[HG�RU�GLI¿FXOW�WR�UHGXFH�LQ�WKH�VKRUW�WHUP�DQG�SURGXFW�GHPDQG�WKDW�LV�KLJKO\�YDULDEOH�DQG�GLI¿FXOW�WR�IRUHFDVW��5HYHQXH�
DQG�WKH�JURVV�PDUJLQ�SHUFHQWDJH�DUH�DIIHFWHG�E\�WKH�WLPLQJ�RI�,QWHO�SURGXFW�LQWURGXFWLRQV�DQG�WKH�GHPDQG�IRU�DQG�PDUNHW�DFFHSWDQFH�RI�,QWHO¶V�SURGXFWV��DFWLRQV�WDNHQ�E\�,QWHO¶V�FRPSHWLWRUV��LQFOXGLQJ�SURGXFW�RIIHULQJV�DQG�LQWURGXFWLRQV��PDUNHWLQJ�
SURJUDPV�DQG�SULFLQJ�SUHVVXUHV�DQG�,QWHO¶V�UHVSRQVH�WR�VXFK�DFWLRQV��DQG�,QWHO¶V�DELOLW\�WR�UHVSRQG�TXLFNO\�WR�WHFKQRORJLFDO�GHYHORSPHQWV�DQG�WR�LQFRUSRUDWH�QHZ�IHDWXUHV�LQWR�LWV�SURGXFWV��,QWHO�LV�LQ�WKH�SURFHVV�RI�WUDQVLWLRQLQJ�WR�LWV�QH[W�JHQHUDWLRQ�RI�
SURGXFWV�RQ���QP�SURFHVV�WHFKQRORJ\��DQG�WKHUH�FRXOG�EH�H[HFXWLRQ�DQG�WLPLQJ�LVVXHV�DVVRFLDWHG�ZLWK�WKHVH�FKDQJHV��LQFOXGLQJ�SURGXFWV�GHIHFWV�DQG�HUUDWD�DQG�ORZHU�WKDQ�DQWLFLSDWHG�PDQXIDFWXULQJ�\LHOGV��7KH�JURVV�PDUJLQ�SHUFHQWDJH�FRXOG�YDU\�
VLJQL¿FDQWO\�IURP�H[SHFWDWLRQV�EDVHG�RQ�FDSDFLW\�XWLOL]DWLRQ��YDULDWLRQV�LQ�LQYHQWRU\�YDOXDWLRQ��LQFOXGLQJ�YDULDWLRQV�UHODWHG�WR�WKH�WLPLQJ�RI�TXDOLI\LQJ�SURGXFWV�IRU�VDOH��FKDQJHV�LQ�UHYHQXH�OHYHOV��VHJPHQW�SURGXFW�PL[��WKH�WLPLQJ�DQG�H[HFXWLRQ�RI�WKH�
PDQXIDFWXULQJ�UDPS�DQG�DVVRFLDWHG�FRVWV��VWDUW�XS�FRVWV��H[FHVV�RU�REVROHWH�LQYHQWRU\��FKDQJHV�LQ�XQLW�FRVWV��GHIHFWV�RU�GLVUXSWLRQV�LQ�WKH�VXSSO\�RI�PDWHULDOV�RU�UHVRXUFHV��SURGXFW�PDQXIDFWXULQJ�TXDOLW\�\LHOGV��DQG�LPSDLUPHQWV�RI�ORQJ�OLYHG�DVVHWV��
LQFOXGLQJ�PDQXIDFWXULQJ��DVVHPEO\�WHVW�DQG�LQWDQJLEOH�DVVHWV��7KH�PDMRULW\�RI�,QWHO¶V�QRQ�PDUNHWDEOH�HTXLW\�LQYHVWPHQW�SRUWIROLR�EDODQFH�LV�FRQFHQWUDWHG�LQ�FRPSDQLHV�LQ�WKH�ÀDVK�PHPRU\�PDUNHW�VHJPHQW��DQG�GHFOLQHV�LQ�WKLV�PDUNHW�VHJPHQW�RU�
FKDQJHV�LQ�PDQDJHPHQW¶V�SODQV�ZLWK�UHVSHFW�WR�,QWHO¶V�LQYHVWPHQWV�LQ�WKLV�PDUNHW�VHJPHQW�FRXOG�UHVXOW�LQ�VLJQL¿FDQW�LPSDLUPHQW�FKDUJHV��LPSDFWLQJ�UHVWUXFWXULQJ�FKDUJHV�DV�ZHOO�DV�JDLQV�ORVVHV�RQ�HTXLW\�LQYHVWPHQWV�DQG�LQWHUHVW�DQG�RWKHU��,QWHO¶V�
UHVXOWV�FRXOG�EH�DIIHFWHG�E\�DGYHUVH�HFRQRPLF��VRFLDO��SROLWLFDO�DQG�SK\VLFDO�LQIUDVWUXFWXUH�FRQGLWLRQV�LQ�FRXQWULHV�ZKHUH�,QWHO��LWV�FXVWRPHUV�RU�LWV�VXSSOLHUV�RSHUDWH��LQFOXGLQJ�PLOLWDU\�FRQÀLFW�DQG�RWKHU�VHFXULW\�ULVNV��QDWXUDO�GLVDVWHUV��LQIUDVWUXFWXUH�
GLVUXSWLRQV��KHDOWK�FRQFHUQV�DQG�ÀXFWXDWLRQV�LQ�FXUUHQF\�H[FKDQJH�UDWHV��([SHQVHV��SDUWLFXODUO\�FHUWDLQ�PDUNHWLQJ�DQG�FRPSHQVDWLRQ�H[SHQVHV��DV�ZHOO�DV�UHVWUXFWXULQJ�DQG�DVVHW�LPSDLUPHQW�FKDUJHV��YDU\�GHSHQGLQJ�RQ�WKH�OHYHO�RI�GHPDQG�IRU�
,QWHO¶V�SURGXFWV�DQG�WKH�OHYHO�RI�UHYHQXH�DQG�SUR¿WV��,QWHO¶V�UHVXOWV�FRXOG�EH�DIIHFWHG�E\�WKH�WLPLQJ�RI�FORVLQJ�RI�DFTXLVLWLRQV�DQG�GLYHVWLWXUHV��,QWHO¶V�UHVXOWV�FRXOG�EH�DIIHFWHG�E\�DGYHUVH�HIIHFWV�DVVRFLDWHG�ZLWK�SURGXFW�GHIHFWV�DQG�HUUDWD��GHYLDWLRQV�
IURP�SXEOLVKHG�VSHFL¿FDWLRQV���DQG�E\�OLWLJDWLRQ�RU�UHJXODWRU\�PDWWHUV�LQYROYLQJ�LQWHOOHFWXDO�SURSHUW\��VWRFNKROGHU��FRQVXPHU��DQWLWUXVW��GLVFORVXUH�DQG�RWKHU�LVVXHV��VXFK�DV�WKH�OLWLJDWLRQ�DQG�UHJXODWRU\�PDWWHUV�GHVFULEHG�LQ�,QWHO¶V�6(&�UHSRUWV��$Q�XQID�
YRUDEOH�UXOLQJ�FRXOG�LQFOXGH�PRQHWDU\�GDPDJHV�RU�DQ�LQMXQFWLRQ�SURKLELWLQJ�,QWHO�IURP�PDQXIDFWXULQJ�RU�VHOOLQJ�RQH�RU�PRUH�SURGXFWV��SUHFOXGLQJ�SDUWLFXODU�EXVLQHVV�SUDFWLFHV��LPSDFWLQJ�,QWHO¶V�DELOLW\�WR�GHVLJQ�LWV�SURGXFWV��RU�UHTXLULQJ�RWKHU�UHPHGLHV�
VXFK�DV�FRPSXOVRU\�OLFHQVLQJ�RI�LQWHOOHFWXDO�SURSHUW\��$�GHWDLOHG�GLVFXVVLRQ�RI�WKHVH�DQG�RWKHU�IDFWRUV�WKDW�FRXOG�DIIHFW�,QWHO¶V�UHVXOWV�LV�LQFOXGHG�LQ�,QWHO¶V�6(&�¿OLQJV��LQFOXGLQJ�WKH�FRPSDQ\¶V�PRVW�UHFHQW�)RUP����4��)RUP����.�DQG�HDUQLQJV�UHOHDVH��
5HY���������
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